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ABSTRACT

IRIZARRY, MARIA DE LOS A. Simulation-Based Methodology for the Design of 

World-Class Manufacturing Cells. (Under the direction of Dr. James R. Wilson, 

and Dr. Jaime Trevino.)

The objective of this research is to develop a comprehensive simulation-based 

methodology for the design and evaluation of world-class manufacturing cells 

that will provide enhanced flexibility to cope with highly demanding product and 

customer trends. Cell performance is measured with an annualized cost function 

that encompasses ten major cost components: inventory carrying cost, setup 

cost, material handling cost, storage equipment cost, production labor cost, 

maintenance cost, quality cost, layout, and floor space cost. A manufacturing 

cell simulator with a modular structure is developed so that the proposed cell- 

design methodology can be readily applied to a wide variety of cell scenarios. 

The first phase of the methodology involves factor-screening experiments for the 

identification of design and operational factors that have a significant impact on 

cell performance. In the second phase of experimentation, (regression) 

metamodels are constructed to describe the relationship between the significant 

cell design and operational factors (the inputs) and the expected value of the 

resulting annualized ceil cost (the output response). Canonical and ridge 

analyses of the estimated response surface are used to estimate the setting of 

the cell design and operational factors that minimize the cell’s expected annual
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cost. The methodology is applied to an assembly cell for printed circuit boards. 

Compared to the current cell operating policy, the metamodef-based estimate of 

the optimum operating policy is predicted to yield average annual savings of 

approximately $440,000; and this represents a 20 percent reduction in annual 

cost. Similar savings should be achieved in other applications of the proposed 

methodology for manufacturing cell design and evaluation.
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CHAPTER 1

1

INTRODUCTION

1.1 Introduction

Shrinking product life cycles, an increasing product mix, and continuously 

increasing customer expectations are redefining competitiveness in world 

markets. Customer orders occur more frequently, in smaller lots and with 

increased variety, all required in a shorter time window. Companies thus must 

design manufacturing systems with the flexibility to respond to this new reality, 

ensuring superior quality, quick response, and competitive costs. Traditional 

manufacturing systems lack the characteristics required to cope with rapidly 

emerging technological and social trends while remaining competitive in global 

markets.

An alternative approach to manufacturing that offers a potential for high 

flexibility, superior quality, on-time deliveries, and low production cost is a hybrid 

system called cellular manufacturing. This approach is one of the cornerstones 

for the implementation of just-in-time concepts and for becoming a world class 

manufacturer. Cellular manufacturing is a production system that provides the 

economic advantages of flow production lines while retaining the flexibility of job 

shop production systems. The basic building block of a cellular manufacturing 

system is the manufacturing cell [BLAC88].

Cellular manufacturing entails the processing of similar parts by a group 

of dedicated machines arranged in close proximity. These machines are
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grouped based on production requirements or part-geometric characteristics. 

Numerous case studies found in the literature reveal the benefits achieved 

through the implementation of manufacturing cells. Typical results include 

reductions in work-in-process inventories and lead times as well as 

improvements in throughput, quality, and on-time delivery. Although numerous 

success stories are found in the literature, many companies are still reluctant to 

transform their facility layout from a job shop to a cellular configuration.

1.2 Importance of the Study

The design of manufacturing cells is a highly complicated process. It 

entails the consideration of many factors having complex relationships 

[MCGI91], Grouping machines into cells does not ensure that the benefits 

associated with cellular manufacturing will be achieved [STEU92]. 

Implementation of manufacturing cells without careful analysis can result in a 

highly inflexible manufacturing system with poor results.

Manufacturing cell issues can be divided basically into the following two 

major categories: (1) cell formation, and (2) cell design and operation. Cell 

formation entails the grouping of parts into families and machines into cells. Cell 

design includes issues such as layout, configuration of the material handling and 

storage system, and unit load size. Cell operation encompasses issues such as 

quality control, equipment breakdowns and preventive maintenance, machine 

setup time, product lot sizing, operator assignment, operator movement rules, 

product scheduling, and sizing and placement of inventory buffers. Machine
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stoppages due to material replenishments, lot sequencing, and demand 

variability represent other operational issues of interest.

Most of the research work in cellular manufacturing has focused on cell 

formation, material handling system design (especially automated guided 

vehicles), and cell layout. Wemmerlov, in a survey performed with U.S. 

industries that are users of cellular manufacturing, found that most problems 

faced by these companies are operation-related [WEMM89]. Another significant 

finding from the survey was that feasibility studies and cell design were the 

second highest expense category.

Performance of a manufacturing cell can be measured in numerous ways. 

Throughput, work-in-process, manufacturing lead time, material handling cost, 

machine setup cost, and inventory carrying costs are some examples found in 

the literature. Every decision made during the design process has an impact on 

cell performance, whether related to cell formation or cell design and operation. 

A weakness of the procedures developed so far is the consideration of only one 

or, at best, a few performance issues [WEMM89].

Companies working towards becoming world class manufacturers need to 

evaluate the impact of implementing just-in-time elements on the performance of 

cells. Issues such as total productive maintenance (TPM) and quality at the 

source (QAS) require substantial investments and may not have a significant 

benefit in the manufacturing process performance. Smaller lots and smaller unit 

load sizes may impact labor and machine utilization. The impact of teamwork
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and multiskilled workers on cell operation are other issues of interest. Cell 

design methodologies addressing the impact of world class elements on cell 

performance are seldom found in the literature.

In summary, research to date does not provide: (a) methodologies with a 

comprehensive performance measure to assess design decisions, (b) 

methodologies addressing cell operation issues during the cell design process, 

and (c) methodologies for evaluating the impact of implementing just-in-time and 

world class elements on cell performance. The development of comprehensive 

cell design methodologies will help industries to improve their understanding of 

cellular manufacturing by being able to measure cell performance under a wide 

variety of scenarios prior to implementation. The willingness of continuous 

improvement practitioners to migrate to cellular manufacturing should increase 

sharply if such methodologies and tools are available.

1.3 Scope and Objectives of the Research

The first objective of this research is to develop a manufacturing cell 

design methodology with the following characteristics:

1. The methodology encompasses cell design and operation issues at the 

design stage. Design issues to be addressed are cell layout, configuration of 

the material handling and storage system, and unit load size. Operation 

issues to be addressed are lot size, setup times, machine breakdowns and 

maintenance, machine minor stoppages, part scheduling, sizing of inventory 

buffers, number of operators, operator assignments, and operator movement
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rules. Other issues that can be evaluated are demand variability and lot 

sequencing.

2. The methodology incorporates a comprehensive performance measure. The 

performance measure will be a total annual cost model capable of evaluating 

the impact of multiple cell design and operation issues. The components of 

the total annual cost function are: (a) inventory carrying cost, (b) setup cost, 

(c) material handling cost, (d) storage cost, (e) direct labor cost, (f) 

maintenance cost, (g) quality cost, (h) layout cost, (i) floor space cost, and O') 

lateness cost.

3. The methodology accounts for just-in-time and world class elements such as 

multiskilled workers, quick changeover teams, autonomous maintenance, 

total preventive maintenance, and quality at the source.

The second objective of this research is to develop a generic 

manufacturing cell computer simulation model to facilitate the implementation of 

the cell design methodology. The focus will be in the design of manned 

manufacturing cells.

The manufacturing cell design methodology entails:

1. Selection of cell design and operation factors of interest.

2. Use of a comprehensive annualized cost function to track cell performance.

3. Execution of screening experiments using the generic manufacturing cell 

computer simulation model to determine significant design and operation 

factors.
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4. Execution of follow-up simulation experiments to estimate a (regression) 

metamodel describing the expected performance of the simulation model, 

with cell design and operation factors as independent variables and cell total 

annual cost as the dependent variable.

5. Optimization of cell performance using the developed metamodel to estimate 

the settings of the design and operation factors that minimize the cell’s 

expected total annual cost..

The development of a generic manufacturing cell computer simulation

model requires:

1. Plant visits for the characterization of manufacturing cells. This encompasses 

machine types, product flows, configurations of material handling and storage 

equipment, cell layouts, and cell sizes.

2. Selection of design and operation factors of interest to manufacturing cell 

users.

3. Selection of just-in-time and world class manufacturing elements to be 

included in the simulation model.

4. Development of a total annual cost function to measure cell performance 

under a variety of cell design and operation scenarios.

5. Design, implementation (coding), and verification (debugging) of the 

manufacturing cell computer simulation model.

The manufacturing cell design methodology will be tested using the generic

manufacturing cell simulation model with data from an actual industry case.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

7

In summary, the design methodology in conjunction with the generic cell 

simulator should help industries to improve their understanding of cellular 

manufacturing. Resources could be optimized to achieve a competitive 

advantage.

1.4 Organization of the Dissertation

This dissertation is divided into five chapters. Chapter 2 presents a 

literature review on cellular manufacturing. It includes definition and benefits of 

cellular manufacturing, and frameworks and methodologies for the design of 

manufacturing cells. Chapter 3 describes the research work for the design of a 

generic cell simulator. The main issues discussed are the characterization of 

machines types and product flow, the selection of world class manufacturing 

practices, the development of a comprehensive annualized cost function, and 

the design of the generic cell simulator. Chapter 4 presents the proposed 

simulation-based methodology. The methodology is applied to a cell which 

assembles printed circuit boards. Chapter 5 contains a summary of the research 

work with conclusions and recommendations for future research.
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Introduction

This chapter expands on the definition of manufacturing cells. Benefits 

expected from the implementation of cellular manufacturing are presented in 

Section 2.3. Manufacturing cell design frameworks found in the literature are 

reviewed in Section 2.4, with strengths and weaknesses discussed in Section 

2.5. Some conclusions are presented in Section 2.6.

2.2 Definition of Manufacturing Cells

Cellular manufacturing is an approach for the redesign and reorganization 

of a manufacturing facility that exploits the sameness of parts and processes to 

achieve the benefits of flow production systems while retaining the flexibility of 

job shop layouts. A manufacturing cell is a collection of machines, processes, 

and/or workstations dedicated to producing a collection of similar parts or 

products. This collection of similar parts is called a part family.

Product flow within the cell can be either jumbled (as job shop layouts) or 

straight (as in flow lines). However, world class manufacturing cells are usually 

flow line cells. Cells could be used either for parts fabrication, assembly, or a
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combination of these activities. Similarities between parts within the family 

allows manufacturing in small lot sizes with quick changeovers. Another 

characteristic of manufacturing cells is that unit load size is small and the 

material handling effort to move parts between machines is significantly less 

than in job shop environments.

The manufacturing lead time is the time it takes a product to be completed 

(from beginning to end). In job shop environments a large percentage of the lead 

time is spent waiting (for machines or material handling resources), being 

transported (by a material handling resource), or sitting idle (in a storage area). 

That percentage in some cases can be as high as 95 percent [BLAC88]. 

Dedicating machines to families of parts and locating machines in close 

proximity to one another, as with cells, significantly reduces waiting, handling, 

and storage times. The intention is to keep the products moving through the 

process until completed.

Manufacturing cells can be considered as single entities for production 

scheduling. The need to plan and schedule each single operation for each one 

of the parts is eliminated with the implementation of cells. Cell capacity is 

adjusted to deal with changes in demand by increasing or decreasing the 

number of operators in the cell. Cell operators can perform any of the operations 

within the cell since they are usually trained to be multiskilled. The functions of 

quality control and preventive maintenance are integrated into the manufacturing 

system. Cell operators are responsible for product quality and machine
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performance. Quality control and preventive maintenance personnel act as 

facilitators.

2.3 Benefits of Cellular Manufacturing

The concept of manufacturing cells is promising, and the benefits to be 

achieved from the implementation of a well conceived cell are many. Droy 

[DROY87] contends that a properly designed cell may achieve "benefits beyond 

everyone's expectations". He claims that a cell should realize lead time 

reductions of 60 to 90 percent, and cost reductions of: (1) 30 to 50 percent for 

quality, (2) 50 to 80 percent in inventory, (3) 30 to 50 percent in direct labor, (4) 

30 to 50 percent for engineering support, (5) 50 to 90 percent for material 

handling, (6) 80 to 90 percent for supervision, and (7) 50 to 80 percent for 

production control.

Greene and Sadowski [GREE83] list some of the benefits and 

disadvantages of cellular manufacturing. The benefits to be expected are 

reductions in the following: control requirements, material handling, setup time, 

tooling requirements, in-process inventory, and expediting. On the human side, 

benefits include broadened operator expertise and human relations. On the 

other hand, the disadvantages include reduced shop flexibility and machine 

utilization, with a possibility of increasing lead times and job tardiness.

Steudel and Desruelle [STEU92] present a list of the benefits reported by 

many companies, and they explain how and why those benefits can be achieved.
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Some of those benefits are: (1) a reduction of 70 to 90 percent in production 

lead times and work-in-process inventories, (2) a reduction of 75 to 90 percent in 

material handling, (3) reductions of 20 to 45 percent in the amount of factory 

floor space required to produce the same number of products, (4) decreases in 

machine setup times by 65 to 80 percent, (5) reductions of 50 to 80 percent in 

quality-related problems, (6) simplification of shop-floor control, and (7) better 

communication between personnel in product design and manufacturing 

engineering. Steudel and Desruelle recognize that cellular layout configurations 

have some disadvantages when compared to job shop layouts. They list three as 

the most common limitations: (1) reduced machine utilization, (2) less flexibility 

than job shop layouts, and (3) equipment failure as having more costly and 

damaging effects in throughput capacity.

Wemmerlov and Hyer [WEMM89] reported the results of a survey 

involving 32 firms that have implemented the concept of cellular manufacturing. 

Some of the reported benefits involved reductions in the following: throughput 

time, work-in-process inventory, material handling, numbers of fixtures, setup 

times, finished goods inventories, and labor costs. In addition to these benefits, 

Wemmerlov and Hyer reported improvements in operator job satisfaction and 

part quality. A survey was performed by Trevino [TREV94] involving 13 

companies in North Carolina, all of them users of cellular manufacturing. Some 

of the benefits reported by these companies include: (1) reductions in work-in- 

process, raw materials, and finished goods; (2) improvements in product quality, 

throughput, and delivery performance; (3) reductions in product lead time, floor 

space requirements, and setup times; and (4) cost reductions. Koelsch
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[KOEL90] and Al-Qattan [ALQA89] present other claims of benefits attributable 

to cellular manufacturing.

The claims of benefits attributed to cellular manufacturing provide 

evidence of the advantages to be expected from its implementation. However, as 

many researchers recognize, the benefits can only be achieved with a well- 

conceived cell incorporating the dynamics of cell performance. An overview of 

frameworks for the design of manufacturing cells is presented in the section that 

follows.

2.4 Frameworks for the Design of Manufacturing Cells

Wemmerlov and Hyer [WEMM87] view the design of cells as an iterative 

process consisting of three basic steps: design, evaluation, and justification. 

Design issues are divided into two categories, those that relate to system 

structure and those that relate to system operation. Issues considered under 

system structure are: the selection and grouping of parts into families, the 

selection and grouping of machines into cells, selection of material handling 

equipment, and choice of cell layout. System operation, on the other hand, 

considers typical problems related to the operation of cells, such as: 

maintenance policies; inspection policies; production planning, scheduling and 

control; assignment of responsibilities to operators and staff; reporting 

mechanisms; and reward systems. Wemmerlov and Hyer emphasize that 

decisions related to system structure cannot be evaluated independently of
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decisions related to system operation since both affect system cost and 

performance.

Kinney and McGinnis [KINN87] describe the cell design process as 

consisting of five steps, namely: (1) part selection, (2) machine selection, (3) 

layout, (4) selection of material handling equipment, and (5) staffing. Part 

selection involves the determination of the group of parts to be processed in the 

cell. Machine selection involves the determination of how many machines of 

each machine type to include in the cell. Decisions must then be made regarding 

layout, selection of material handling equipment, and staffing. The success of 

the cell design should be determined from the evaluation of preselected cell 

performance measures. Kinney recommends evaluating cell performance with 

respect to planned production rates for the family of products to be processed in 

the cell. If cell performance is not acceptable, then another iteration of the whole 

process should follow until a satisfactory design has been obtained.

Another framework for the design process is presented by Steudel 

[STEU91], The whole process consists of two basic steps: (1) parts and machine 

grouping; and (2) detailed cell design, testing and evaluation. A third step 

described in his methodology focuses on the implementation phase. Parts and 

machine grouping consists of: (1) selection and grouping of parts into families, 

(2) selection and grouping of machines into cells, and (3) the assignment of part 

families to machine cells to form workcells. Cell design is divided into five 

categories of design parameters. These are: (1) workstation configuration, (2) 

shift conditions, (3) operator assignment, (4) work-in-process storage, and (5)
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operating policies. A workstation is defined as the collection of machines 

required to perform a specific operation in the cell. Under this definition, 

workstation configuration means the number of machines per workstation. Shift 

conditions, the second parameter category, deals with the number of shifts per 

day and the number of hours per shift. Design decisions related to operator 

assignment are number of operations in the cell, operator cross-training, and 

operator assignment to workstations. The only work-in-process storage 

parameter mentioned by the author is buffer size. The last category of design 

parameters encompasses operating policies. Design decisions under this 

category are lot sizes, transfer batch sizes (or unit load sizes), and setup policy.

In spite of the fact that the three sources cited offer slightly different 

frameworks for the design of manufacturing cells, they all agree in three areas. 

First, all of them view the design process as being iterative. The whole design 

cycle is repeated until a superior design is identified. Second, their description of 

the design process contains the same set of activities. In general those are: 

selection of parts and machines, physical configuration of the cell, and decisions 

related to operational issues such as quality control and maintenance policies. 

Last, the generation and evaluation of design alternatives should consider 

design and operational issues simultaneously since both affect cost and cell 

performance. The most commonly cited cell design and operation factors in 

research papers, case studies, and surveys of cell users are:

• number of parts per cell

• number of machines per cell
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• product mix

• demand variability

• lot size

• setup times

• transfer batch size

• storage policy (centralized vs. decentralized)

• configuration of work-in-process buffers (size and location)

• cell layout

• material handling equipment

• production control policy (push vs. pull)

• scheduling policy (FIFO, EDD, SPT)

• quality control policy

• maintenance policy (breakdown maintenance vs. preventive maintenance)

• number of cell operators

• operator assignments

Some of the factors listed above are quantitative while others have a 

qualitative nature. Quantitative factors are those whose levels can be associated 

with points in a numerical scale. Examples of quantitative factors are number of 

parts in the cell, number of operators in the cell, and setup times. On the other

hand, qualitative factors are those for which the levels cannot be measured on a

numerical scale. Maintenance and quality policies are some examples.

2.5 Methodologies for the Design of Manufacturing Cells
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The objective of this section is to present an overview of methodologies 

for manufacturing cell design. The modeling approaches include: probability 

models, mathematical models, heuristics, simulation, and metamodels.

2.5.1 Probability Models

Probability models use basic principles of probability or stochastic 

processes to study system performance. Since they incorporate the stochastic 

and dynamic nature of the system, they represent an improvement over 

deterministic models. One class of a probabilistic model is provided by discrete

time Markov chains. A Markov chain may be represented by nodes symbolizing 

the state of the system that are connected by directed arcs (branches) showing 

the transitions between the states of the system. The state of the system can be 

defined in terms of the number of parts in the buffers, the number of machines 

processing parts, or the number of busy operators. Steady-state probabilities are 

obtained by solving a set of simultaneous linear equations developed using the 

Markov chain describing the states of the system. These probabilities are then 

used to obtain performance measures such as steady-state operator and 

machine utilization, and steady-state system throughput rate. Markov chains 

have been applied to the design of transfer lines [BUZA67, DALL88, GERS83, 

GERS87],

Although Markov chains can account for the uncertainties and dynamics 

of the system, they assume time-invariant inputs. This is a major drawback in 

mimicking real-life situations. For this reason, Markov chains are typically used
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to compare different system configurations early in the design process. Markov 

chains are most suitable for small or simple manufacturing cells since the 

number of states often grows exponentially with the size of the system 

[LEUN90],

A second class of probabilistic models is provided by queuing models. 

These models are used to study system performance under steady state 

conditions. System performance measures are usually steady-state averages. 

Queuing models have been used in the design of nonautomated as well as 

automated cellular manufacturing systems. Solberg was among the first to 

formulate a queuing network model of a flexible manufacturing system 

[SOLB76], Buzacott and Shanthikumar used queuing concepts to predict 

performance of a flexible manufacturing system under various work-in-process 

storage policies [BUZA80], Case studies on the application of queuing theory for 

lead time reduction are presented by Suri [SURI89] and Suzanne [SUZA92]. 

O'Grady and Menon [OGRA86] present an extensive review on the use of 

queuing models for the design of flexible manufacturing systems.

Queuing models are simple and quite efficient. They do not require a 

large amount of input data and can be executed quickly using a computer. That 

is why they are called rapid modeling tools [SURI93], Some of the software 

packages currently available for general use are CAN-Q, QNA, and MANUPLAN 

[SNOW88]. A survey of software packages for manufacturing is presented in 

Snowdon and Ammons [SNOW88]. The primary limitation of queuing models is 

in the simplifying assumptions required to have analytically tractable models.
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One fundamental assumption is that processing times are exponentially 

distributed, which is not true for complex cellular manufacturing systems. 

However, given their simplicity and efficiency they are recommended in the early 

design stages to explore and select a subset among a large number of 

alternative designs.

2.5.2 Mathematical Programming Models

A mathematical programming model consists of a set of equations relating 

system performance to system decision variables. It is formulated as an 

objective function subject to a set of constraints. A solution to the set of 

equations is obtained to either maximize or minimize the objective function. For 

example, an objective function could be the total annualized cell manufacturing 

cost, which is to be minimized over all feasible combinations of the decision 

variables. Constraints on the decision variables could be limits on machine 

capacities, numbers of operators, buffer sizes, and hours per shift.

Mathematical programming models have been used for production 

planning and scheduling of both nonautomated and automated manufacturing 

cells. Stecke constructed a nonlinear integer programming model to solve 

production planning issues for a flexible manufacturing system [STEC81, 

STEC83]. A conclusion of her work was that such models were too large to be 

computationally feasible [0GRA86], Wilson proposed an integer programming 

model for the assignment of tooling in automated manufacturing cells [WILS84]. 

Mathematical programming models have been used by researchers to determine
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the optimum number of kanbans [BITR87, BERK92, LI91]. Mathematical 

programming has also been used for the machine cell layout problem. 

Sunderesh developed a methodology to solve the machine cell layout problem 

which involves three stages [SUND89]. In the first stage a clustering algorithm is 

used to identify machine cells and part families. In the second and third stages, 

the machine cell and machine layout problems are solved using a mathematical 

programming model. The model's objective function to be minimized is the total 

cost of performing the required trips between cells and machines.

The objectives of probability and mathematical programming models differ 

somewhat. Markov chains and queuing theory guide the design process by 

evaluating system performance. Mathematical programming on the other hand is 

used to obtain the design which optimizes system performance. The latter 

models, however, cannot generally deal with the stochastic and dynamic nature 

of manufacturing cell operations.

2.5.3 Heuristics

Heuristics are methods developed to quickly obtain good feasible 

solutions. The widespread use of heuristics is mainly due to the computational 

difficulties of mathematical programming and probabilistic models. Heuristics 

have been used to solve machine cell layout, lot sizing, and cell scheduling 

problems. Sunderesh developed a mathematical programming model for cell 

layout and employed a heuristic algorithm to obtain a solution to the 

mathematical programming model [SUND89]. A heuristic was developed by
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Sundaram and Sundrarajan to solve the lot sizing problem in cellular 

manufacturing systems. The objective of the heuristic was minimization of setup 

and inventory carrying costs. Dessouky and Mackulak developed a heuristic 

solution to the problem of scheduling jobs when a changeover penalty exists 

[DESS90]. Other works on the development of heuristics for manufacturing cell 

scheduling are presented in Logendran [LOGE91] and Sundaram [SUND88], 

O'Grady and Menon cite several surveys on the application of heuristics to 

manufacturing systems [OGRA86],

Researchers recommend the use of heuristics to overcome the 

computational difficulties of mathematical programming and probabilistic models. 

These provide approximate but good solutions to complex problems.

2.5.4 Discrete Event Stochastic Simulation

Simulation has been used for years to model manufacturing and 

production systems. However, it was not until the 1980s that simulation became 

a tool commonly used by researchers and practitioners in the manufacturing and 

production areas. One of the factors contributing to this trend was the 

introduction of the personal computers, with capabilities that were previously 

available only on large mainframes. Other factors were the introduction of new 

simulation languages specifically designed for manufacturing simulation and 

software packages that do not require any computer programming by the user. 

Nevertheless, caution should be exercised when selecting "canned" packages 

since convenience of use is at the expense of losing some flexibility and level of
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detail in the simulation model. A simulation software buyer's guide was 

published recently in Industrial Engineering [INDU96],

Gunasekaran describes simulation models as "the best known method to 

evaluate performance of just-in-time systems" [GUNA93]. Simulation models are 

very flexible. They can be tailored to a specific objective and made as general or 

detailed as required to achieve a desirable level of accuracy. Simulation is 

applicable to all manufacturing systems.

Simulation studies of cellular manufacturing systems have appeared only 

in the recent literature. Some researchers have focused on the effect of 

conversion from a job shop system into a cellular manufacturing system. Morris 

and Tersine examined the influence of several factors in a firm's operating 

environment on cellular layout performance [MORR90], The factors analyzed 

were: (1) ratio of setup to process time, (2) material transfer time between 

workstations, (3) demand stability, and (4) flow of work within cells. Although 

none of the operating variables produced a clear advantage for cellular layouts, 

Morris and Tersine were able to postulate the "ideal" environment for cellular 

layouts.

Suresh also investigated the effects of partitioning job shops to implement 

cellular manufacturing [SURE92]. He studied the effects of lot size, setup 

reduction, cell size and allowance of intercell movements. He showed that 

partitioned systems with an insufficient degree of setup reduction are inferior to 

unpartitioned systems.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

22

Another researcher who studied the conversion from job shops to cellular 

manufacturing systems is Durmusoglu [DURM93], The objective of his study was 

to compare a job shop system with large lot sizes and a cellular system with 

smaller lot sizes using SMED (Single Minute Exchange of Dies). He used 

simulation and economic analysis to justify the conversion. His conclusion was 

that setup time reduction is a key step for conversion.

Alexander et al. proposed a macro/micro approach to the simulation of 

cellular manufacturing systems [ALEX90J. A "macromodel" was used to simulate 

the overall production system. This includes the manufacture of batches of parts 

and their assembly into end items. A "micromodel" was used to simulate the 

processing of units, one at a time, over the individual machines in the cell. The 

focus of this study was on cell layout.

Several recent papers have addressed the issues of sequencing and 

scheduling. Taylor and Taha evaluated buffering strategies for cellular 

manufacturing systems [TAYL93], They simulated a cellular manufacturing 

system with decentralized buffers associated with each manufacturing cell, and 

central buffers at key routing decision points. They concluded that decentralized 

buffers facilitate the use of push dispatching rules, while centralized buffers 

facilitate the use of pull dispatching rules. The results of the study emphasize 

the need to consider physical and conceptual CMS design, product design, and 

control policies concurrently throughout the design process.
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Shenoy and Kasilingam developed a simulation model to analyze the 

performance of a hypothetical cellular manufacturing system under various 

combinations of dispatching and loading policies [SHEN91]. The performance 

criteria used were machine utilization, tool utilization, cell utilization, part waiting 

time, and automated guided vehicle (AGV) utilization. The dispatching rules 

studied were first-in first-out (FIFO), shortest processing time (SPT), longest 

processing time (LPT), and last-in first-out (LIFO). Results showed that 

equipment utilization depended more on the number of the AGVs and their 

speed rather than the dispatching rules.

Three approaches for assigning workers to tasks and controlling the flow 

of jobs through a cellular manufacturing system were analyzed by Askin and 

Lyer [ASKI93], The scheduling approaches considered were: (1) individual 

machine loading with batches sequenced on a FIFO basis, (2) cell dedication 

wherein the cell was dedicated to a single product at a time, and (3) assignment 

of each batch to a single cross-trained operator responsible of performing all 

batch operations. Queuing theory was used to obtain analytical approximations 

for the first two strategies, and simulation was used to confirm the analytical 

approximations. The results obtained showed that the approach selected to 

schedule a manufacturing cell can make a significant impact on throughput time. 

When the cell consisted of only one machine, the choice of policy was not 

important. For larger cells, the best scheduling policy was highly dependent on 

service time distributions, machine utilizations, and lot sizes. In most cases 

multiple product cells were the best choice.
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The effect of product mix on cell performance was studied by Kekre 

[KEKR87], He studied the impact of increasing the number of items made in the 

cell and also the effect of job sequencing by shortest setup time. Kerke used 

queuing theory and validated the results obtained with simulation. Optimum lot 

size and queue time were found to increase as product mix increased up to a 

certain point beyond which adding more part types had very little effect. 

Sequencing by shortest setup time was found to have small benefits when items 

were very similar.

Simulation has been extensively used for the design of material handling 

systems. Savory et al. [SAV091] developed a simplified approach for the design 

of nonaccumulating conveyors in flexible manufacturing systems. He assumed 

that conveyor movement was continuous and that part movement was FIFO. 

Another assumption in the model was that the conveyor is available at all times. 

A large amount of literature can be found in the area of automated guided 

vehicles (AGVs). Savory [SAV091] studied the impact of AGVs on the 

performance of flexible manufacturing systems. He developed a simulation 

model to estimate the performance of AGVs, robots, and conveyors. Conveyors 

were found to consistently outperform both robots and AGVs.

In comparison to the design issues covered above, a very limited amount 

of simulation work has focused on other cell issues such as machine preventive 

maintenance programs, quality control strategies, and cell balancing.

Hurley developed a simulation-based methodology for estimating and 

optimizing the effects of design and operation factors on the performance of
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manufacturing cells [HURL94], Her methodology was applied to a specific 

manufacturing cell scenario dealing with the assembly of service parts for the 

electric power generating industry. She considered operational issues such as: 

lot sizing, number of cell operators, setup times, machine processing times, and 

material handling distances. Other factors included in the study were: 

maintenance programs, quality control strategies, and scheduling policies. 

Central to the methodology is an annualized cost function to measure cell 

performance. A metamodel describing the relationship between quantitative 

factors and cell performance was developed for each combination of qualitative 

factors. Hurley determined the optimum levels of quantitative factors by 

evaluating the metamodels at various levels of the factors and selecting those 

that yield the lowest cost. The optimum level of qualitative factors was 

determined using the Ryan-Einot-Gabriel-Welsh multiple comparisons 

procedure.

One of the major sources of variability in a production system is machine 

breakdowns. However, some studies assume that machines will never break 

down. Product quality is another element that can have a significant impact on 

the performance of manufacturing systems. Dyck et al. describe a simulation 

study performed to analyze the impact of changes in the level of quality on 

system performance [DYCK91]. They found that as quality deteriorates, system 

utilization declines at an increasing rate under the JIT environment. 

Nevertheless, as with breakdowns, many studies assume perfect systems with 

zero scrap and rework.

Cell balancing impacts cell productivity, work in process, and cell 

capacity. Very few papers were found dealing with these issues. Steudel
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[STEU91] studied the impact of operator assignment strategies at a cell used to 

manufacture gears. He found that cell output rate could vary as much as 24 

percent with different operator assignment strategies.

Simulation is considered by some researchers as the best method to 

evaluate performance of manufacturing systems. It is highly flexible, can be 

applied to any manufacturing system scenario, and can be programmed to 

capture any desired performance measure. Simulation can be used to model job 

flows and routing, machine behavior, and complex control and sequencing rules. 

For this reason, predictions of performance made by the model can be very 

accurate [BUZA85]. However, simulation has certain limitations that merit some 

discussion. Those can be summarized as follows:

1. Simulation is time consuming. A significant amount of the analyst’s time must 

be devoted during model development, and a significant amount of computer 

time must be devoted to achieving a desired level of accuracy in results.

2. The results from simulation do not lend themselves to easy interpretation. 

Since a wide variety of results can easily be generated, it is a challenge to 

differentiate the vital few from the trivial many.

3. Evaluating modeled system performance at factor levels other than the ones 

used in the experiments requires rerunning the simulation.

4. Simulation does not give direct guidance as to ways of optimizing 

performance. It does not provide hints on how to change factor values to 

improve performance.
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2.5.5 Metamodels

As stated before, simulation is considered the best modeling tool when 

the objective is to imitate the complexity and dynamic behavior of the system of 

interest. Gunasekaran et al. [GUNA93] describes simulation as "the best known 

method used to evaluate performance of JIT." Metamodels on the other hand, 

are an excellent mechanism of simplifying the interpretation of results from the 

simulation by explaining the relationship between cell design and operation 

factors and cell performance. Yu et al. [YU93] explain that "there is consensus 

among researchers that metamodels are easier to manage and provide more 

insight than simulation alone".

Metamodels are defined by Friedman as "any analytic auxiliary model 

which is used to aid in the interpretation of a more detailed model" [FRIE88], 

One type of metamodel is the linear regression model. A set of experiments 

based on the factors of interest (independent variables such as cell design and 

operation issues) is designed and carried out with a simulation model. The 

output from the simulation experiments is used as the dependent variable to 

perform linear regression analysis. The result is a regression model relating 

system response to the set of factors or predictor variables of interest. Since the 

metamodel is built using the results from another model (the simulation model), 

Kleijnen [KLEI79] defines a metamodel as "a model of a model".

The identification of factors that influence cell performance is vital to the 

design and operation of manufacturing cell systems [BUZA85]. Metamodels can 

help to identify significant factors as well as to understand the relationship
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between those factors and system performance. A metamodel can be 

represented as:

Y = f(X 1, X2, X3 ,X n) + e,

where:

Y = Response variable of interest;

X j = level of the ith predictor variable (a design and operation factor) of 

interest (i=1,...,n); and 

e = residual error representing the inability of the (regression) 

metatmodel to predict Y exactly.

The response variable (Y), which is the output of the simulation, is expressed as 

a function of the design and factors (Xj), which are inputs to the simulation.

Therefore, the data used by the metamodel are the inputs and outputs of the 

simulation model.

Metamodels have many uses [FRIE88]. First, they minimize the need of 

the simulation analyst for answering "what if1 questions, during both design and 

operation of the system under study. Metamodel predictions can be accurate as 

long as the predictor variable values are within the range used for the simulation 

experiments, provided the functional form of the metamodel is a reasonably 

accurate approximation to the expected simulation response. Metamodels can 

be used to understand the interrelationships among the design factors of 

interest. They also provide a mechanism of simplifying the interpretation of 

results from the simulation model.
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The use of metamodels in postsimulation analysis has been steadily 

increasing in popularity since the late 1980s. About 57 percent of all reported 

work relates to manufacturing applications [YU94]. However, the focus of 

metamodels in manufacturing has been on shop floor control rather than on 

design of manufacturing systems.

Jothishankar and Wang [JOTH92] used metamodels to study the effect of 

eight predictor variables on the throughput of a JIT kanban system. They 

simulated a manufacturing system with two assembly cells, one fabrication cell, 

and one incoming receiving cell. A 2s*4 fractional factorial design with resolution 

IV was used to reduce the number of design points required to estimate the 

effect of the predictor variables on system throughput. The simulation model was 

written in SIMAN, and MINITAB was used to develop the regression metamodel. 

The latter was validated by comparing predictions using the metamodel with 

results from a new set of 16 simulation runs. The average deviation of the 

metamodel-based prediction from the simulation-generated result was found to 

be within 1.38 percent. Their conclusion was that metamodels can yield good 

predictions of throughput time, and thus could be used to identify the 

combination of variables to achieve minimal throughput time.

Other authors discuss the application of metamodels to flexible 

manufacturing systems. Kleijnen and Standridge describe the use of 

metamodels to study the impact of four inputs on system throughput [KLEI88]. 

The metamodels were constructed using the results from a deterministic
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simulation model of the flexible manufacturing system under study. Two 

approaches were used to build the metamodels: (1) based on an intuitively 

selected fraction of input combinations, and (2) based on a formal 24-1 fractional 

factorial design. The formal design gave more accurate estimates of the input 

effects based on the variance of the estimated effects. The metamodel was used 

by the authors to better understand how the flexible manufacturing system 

works.

Lin and Chiu used metamodels to study the behavior of a fixed flow 

automatic robotics cell [LIN93]. Their interest was first on cell behavior under 

steady state conditions, and second on dynamic performance under the 

influence of machine breakdowns and job changes. The input variables of 

interest were the number of machines in the cell, the utilization level of the cell, 

variations in process time, variations in time between arrivals, and the speed of 

a robot. Cell performance was based on part flow time and work-in-process 

inventory level. The steady state metamodels were validated by comparing 

predicted values with simulation results. The results were satisfactory, with an 

average difference of 2.3 percent. The authors recommend (a) using the cell 

steady state metamodels to estimate the cell capacity in production planning, 

and (b) using the dynamic metamodels to provide feedback.

Hira and Pandey [HIRA83] developed regression models to study the 

efficiency of a manual flow line having finite intermediate storage. The 

regression models were used to predict the output from a balanced production 

line and to study the effect of buffer distribution on the performance of the line.
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The manual flow line was considered balanced when the processing time 

distribution for all stations were identical and the interstage buffers had equal 

capacity. They assumed no machine breakdowns, and no work rejects or 

reworks at any of the stages in the line. Predictions from the linear regression 

models were compared to simulation results, and the difference between the two 

were found to be insignificant at the significance level a = 0.01. The regression 

models revealed that a balanced line is generally the most productive. Also, the 

work-in-process inventory remained low in lines having interstage buffers o f 

smaller size at the beginning of the flow line and of larger size toward the end.

The four cases presented above show how metamodels have been 

applied to manufacturing environments to gain insight into system behavior and 

predict performance. The emphasis on those metamodels applications was for 

shop floor control. However, there was no attempt by any of the authors to 

optimize system performance.

Optimization of system performance was the objective of three studies 

found in the literature review. One was on the application of metamodels for the 

optimization of a maintenance float problem. The second paper used 

metamodels for the bottleneck station of a printed circuit board fabrication line. 

The last one, a very comprehensive study, applied metamodels and response 

surface design to optimize performance of a computer-integrated manufacturing 

system. These studies are now discussed.
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Lin and Cochran studied the behavior of a complex flow line for the 

fabrication of printed-circuit boards [LIN87], Their effort was focused on 

lamination, which is the bottleneck operation. Boards are batched prior to this 

operation and unbatched into smaller lots appropriate for the machine capability 

of the next operation. The objective of the study was to find the quantitative 

relationship between batch size and product lead time for different types of 

boards, and to determine the batch size that would minimize product lead time. 

Empirical equations from the between-board and within-board analysis of 

simulation results were developed to show the relationship between batch size 

and product lead time. The set of empirical equations were used to predict 

product lead time without actually making simulation runs. A procedure of seven 

steps was developed by the authors to predict or minimize lead time. 

Optimization is actually achieved by evaluating an empirical equation which 

uses batch size as the independent variable.

Metamodels were applied by Madu and Chanin to a maintenance float 

system with an Erlang-2 failure distribution [MADU92], The objective of the study 

was to determine the number o f standby units and repair persons needed to 

minimize the cost of lost production. The input variables of interest were the 

number of units required to be working at all times (N), mean time to repair 

(MTTR), mean time between failures (MTBF), number of standby units (F), and 

number of repair persons (S). The response variable of interest was equipment 

utilization (EU), which is to be minimized subject to a constraint on the minimum 

acceptable service level. A metamodel showing the relationship between the 

input variables and the response variable was constructed by applying ANOVA
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and regression analysis to the simulation results. Validation of the metamodel 

was achieved by comparing predictions from the metamodel with results from a 

new set of simulation runs. The average absolute percentage error was 6.25 

percent, which is considered appropriate by the authors. The optimum levels of 

F and S were obtained by evaluating the metamodel at all possible combinations 

of these two variables. Only those combinations for F and S that satisfied the 

constraint on service level were used to determine the minimum cost 

combination using a total cost function defined in terms of N, S, and F.

Response surface methodology is used to find the settings of the input 

variables of interest that optimize the system response. It is a sequential 

procedure in which the initial objective is to move rapidly to the general vicinity 

of the optimum by estimating the gradient of the response surface; then in the 

final stage, the procedure estimates the optimal settings of the input factors by a 

more refined approximation to the local curvature of the response surface. The 

set of values for the input variables that optimize the predicted response is 

called the stationary point.

Response surface methodology was used by Shang and Tadikamalla to 

optimize the output from a computer-integrated manufacturing system of an 

automated printed circuit board manufacturing plant [SHAN93]. The input 

variables of interest were lot size, line balance, MTBF, MTTR, time limit of the 

paste life, and capacity of the input buffer. A screening experiment was designed 

and the simulation runs for each design point were performed to determine 

which of the input variables of interest had a significant impact on the response
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(plant yield). Response surface methodology was used to (a) investigate the 

relationship of the yield to the significant factors, and (b) find the factor levels at 

which the system yield was optimized. The authors recommend the integration of 

simulation and statistical methods to "improve a factory's operating efficiency 

and effectiveness."

Hurley proposes a methodology for the design of manufacturing cells 

[HURL94], She uses metamodels to determine the setting of design and 

operation factors that minimize a cell annualized cost function. A metamodel 

describing the relationship between quantitative factors and the cell’s annual 

cost was developed for each combination of qualitative factors considered. Each 

metamodel was evaluated to identify the quantitative factor values yielding the 

lowest cost. The global minimum was then identified from these results using the 

Ryan-Einot-Gabriel-Welsh multiple comparisons procedure.

Hurley's methodology has several shortcomings. The simulation model 

she developed to study the impact of implementing world class manufacturing 

practices is not generic, since it only applies to the assembly cell she used as 

case study. The annualized cost function can be improved by. (1) eliminating the 

assumption of zero investment costs on some cost components, (2) adding costs 

associated with the implementation of new layouts or changing existing layouts,

(3) costing space requirements with cost per square feet times cell size in 

square feet instead of focusing on space requirements for work-in-process, and

(4) relaxing the assumptions on team work to reflect a wider variety of 

approaches for cost reduction projects. Her methodology does not incorporate
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screening experiments to identify significant design and operation factors. The 

nature of the response surface (simple minimum, stationary ridge, rising ridge, 

falling ridge, or saddle system) was not determined since canonical and ridge 

analysis were not part of the methodology. The fact that the optimum setting for 

cell design and operation issues was always at the perimeter of the design 

region suggests that additional experimentation outside the selected region 

should have been considered. The magnitude of the standard error of the 

metamodel’s prediction at the stationary point suggests that metamodels of 

higher order (higher than second-order) should have been examined in search 

for an improved estimate of the response surface.

Simulation and metamodels can help in the design and operation of 

manufacturing systems. However, most of the applications so far have been 

oriented towards shop floor control rather than manufacturing system design 

[YU94], Few authors have worked on the use of response surface for the 

optimization of system performance.

2.6 Conclusions

In summary, most of the research work has been focused on cell 

formation. Research in the area of cell design and operation focused primarily 

on production planning and scheduling, cell layout, product lot sizing, product 

sequencing, and material handling. The factors most frequently addressed were: 

(1) setup time, (2) cell size, (3) lot size, (4) sizing and placement of inventory
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buffers, (5) dispatching and loading policy, (6) product mix, (7) variability in 

process times, and (8) demand stability.

Relatively little research has concentrated on cell operation issues such 

as unit load (batch) size, machine minor stoppages (such as material 

replenishments), machine breakdowns, machine repair, machine preventive 

maintenance, product quality, operator assignments, operator movement and 

destination policies, and cell balancing. Papers addressing the impact on cell 

performance of implementing world class concepts are rare. Elements of 

interest in this research work are: (1) multiskilled workers, (2) quick changeover 

teams, (3) autonomous and preventive maintenance, and (4) quality at the 

source.

The performance measures most commonly cited were: (1) operation and 

machine utilization, (2) product flow time, (3) cell throughput, (4) material 

handling cost, (5) work-in-process inventory levels, (6) setup cost, and (7) 

inventory carrying costs. Each research paper usually addressed only or two of 

the above.

There is a need for research work on the development of methodologies 

addressing cell operation issues at the design stage. Furthermore, there is a 

need for the development of a comprehensive cell performance measure, 

capable of addressing multiple aspects of cell design and operation issues.
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DEVELOPMENT OF THE GENERIC COMPUTER SIMULATION MODEL 

3.1 Introduction

This chapter discusses in detail the elements addressed in the design of 

a generic computer simulation model for manufacturing cell environments. As 

part of the output the user obtains an annualized cost based on design and 

operational issues relevant to world-class scenarios. Chapter 3 constitutes the 

first of two archival journal articles developed by the author.

In preparation for the development of the generic manufacturing cell 

simulation model, we studied manufacturing cell environments to identify which 

cell characteristics deserved attention in the construction of the model. Our 

objective was to build into the model the capability of simulating cell behavior 

with a reasonable level of detail. Key elements addressed in the cells studied 

include: (1) cell size and material handling equipment, (2) machine types, (3) 

product flow, (4) cell design and operation issues of interest to cell users, and

(5) cell performance measure. The following sections present a brief description 

of each element.

3.2 Cell Size and Material Handling Equipment

The study of cell characteristics was performed by collecting data from 

four manufacturing cells. These cells encompass a wide range of products, 

equipment characteristics, cell size, staffing requirements, and degree of 

automation. The industries chosen for the study include: (1) printed circuit board 

assembly, (2) service part fabrication for computer peripherals, (3) service-part
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machining for electric power generation, and (4) equipment assembly of electric 

power meters.

Some specifics about these cells are provided in Table 3.1. The machines 

in use range from highly automated equipment to automated machine operations 

with manual product loading and unloading. Material handling at cells consisted 

basically of combinations of powered and gravity conveyor systems, transfer 

cars, and manual handling. Cell size ranged from six to fifty machines.

Based on this analysis the material handling options to be included in the 

model are: powered conveyors, gravity conveyors, transfer cars, and manual 

handling. On all options the user can define the need for containers, container 

types, container capacity, and carts. Cell size will be limited to fifty machines and 

fifty operators.

Table 3.1 Characteristics of manufacturing cells examined in this study
Cell Product Manufacturing operations Operator tasks Material handling Cell

sse
No. or 
operators

1 Printed circuit 
boards with 
surface-mounted 
and thru-hole 
components

Combination of: 
automated machines for 
component assembly, 
paste curing, wave 
soldering, and hand- 
loading operations.

Inspection, 
assembly, and 
testing operations.

Combination of 
automated and 
manual handling: 
powered conveyors, 
transfer cars, and 
carts.

19 19

2 Service parts for
computer
peripherals

Automated machines for 
assembly, inspection, 
and testing operations.

Few product 
inspections and 
packaging 
operations.

Highly automated: 
powered conveyors.

50 9

3 Service parts for 
power generation 
units

Automated machining 
operations with manual 
product loading and 
unloading.

Machine loading 
and unloading and 
product inspection.

Manual: carts. 10 13

4 Electric power 
meters

Automated machining 
operations with manual 
product loading and 
unloading.

Machine loading 
and unloading and 
product inspection.

Manual: pallet jacks. 6 10
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3.3 Machine Types

The machines used in the cells were studied to identify modeling 

requirements to simulate the production of units. The characteristics of interest 

are those that regulate product flow and define simulation events. The analysis 

of 85 machines led to the identification of four types of machines commonly used 

in cells. Figure 3.1 describes how parts are serviced in these four machine 

types.

Machine type 1 is the most common machine type. It represents 67% of 

the population sampled. Only one part can be processed at a time. The total 

processing time consists of part loading, machine cycle, and part unloading.

Type 1 Type 3

P2PiPiPi Pi

4
queue 4

machine 

Type 2

P 2 P 1 P 1 P 1 P 1

4
queue

Pi Pi

Pi Pi

T
machine

P2Pi P ^ P ,

4

1aa

.... P,

4
queue machine

Type 4 Turn table

Unloading

P.
Loading

queue

Figure 3.1. Graphic representation of machine types
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Machine type 2 is one in which n parts of the same type can be processed 

simultaneously. This type of machine represents 20% of the population sampled. 

Total processing time consists of loading n parts, one machine cycle, and 

unloading n parts. All parts exit simultaneously.

Machine type 3 allows a finite number of parts to reside in the machine 

simultaneously. Part interarrival times are random, residence times are fairly 

constant, and parts exit the machine one-at-a-time following a first-come first- 

served discipline. Examples of this type of machine are conveyor-based cleaning 

systems and wave solders used on the assembly of printed circuit boards. It 

represents 5% of the population sampled.

Machines of type 4 are a special case of the previous type and apply to 

index tables and turn tables. In this scenario all parts move through the same 

pre-defined sequence of steps. The pace of the table is set by the longest 

process step, so a part exits the machine at that rate. When the table is full of 

parts, a new part enters at the same time a new part exits. This scenario 

represents 7% of the machine population.

Machine types 1 through 4 represent 99% of the population studied. The 

remaining 1% corresponds to a burn-in oven used in the testing of printed circuit 

boards. The burn-in oven (depicted in Figure 3.2) can process many parts of 

different types simultaneously. Machine capacity is defined for each part family 

and all parts exit simultaneously. This machine can be classified as a 

specialized piece of equipment, being used in specific types of industries.
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TypeS
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P P■ n    r n

t
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Figure 3.2. Graphic representation of the burn-in oven

Machines used in cells will consist of combinations of machines type one 

through four and some highly specialized equipment. The development of a fully 

generic cell simulator, capable of modeling all types of machines used in cells, is 

not practical due to the proliferation of highly specialized types of machines that 

can be used in some cells. A feasible approach is the development of a model 

capable of emulating the behavior of the most frequently found machine types, 

with flexibility for including specialized machines of interest to the user. For the 

four machine types considered, a desirable model characteristic is the user's 

ease of machine definition. Selection of a machine type is done by using a 

machine type number, which is used internally to access the appropriate 

software module.

Another modeling issue critical for mimicking the way products flow 

through the cell is the interaction between operator and machine. The types of 

interactions identified in this study are: (1) operator not needed, (2) operator not 

needed while the machine is running, and (3) operator needed at all times. The 

first option is used for completely automated machines. The second option is
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used on those machines where the operator is needed for setup, part inspection, 

or machine maintenance, while the operator is not needed for loading, unloading 

and processing. The last option is used on those machines were the operator 

needs to be present at all times. Machines at cells 3 and 4 described in Table 1 

fall in the last category. Even though the machine operations are highly 

automated, the operator is required to remain in the area while the machine is 

processing parts. Selection of options is done through a machine-operator code 

number.

3.4 Characterization of Product Flow

The number of parts that move at once, better known as unit load size, is 

a key modeling issue for product flow. Strategies for product flow depend on 

product characteristics, machine types, and the material handling approach. The 

analysis of product flow strategies for the ceils covered in this research led to 

the conclusion that product flow within the cell needs to be defined at each 

machine. Product flow at each machine can be divided into three stages, as 

depicted in Figure 3.3.

f  Arrival to 
I  machine )CS>( Processing 

at machine )c>(
'Departure 

from ) 
. machine J

Stage 1 Stage 2 Stage 3

Figure 3.3. Stages of product flow

Product flow at stage one defines the unit load size upon arrival but prior 

to machine processing. Product flow at stage two focuses on the number of parts
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to be processed simultaneously. Product flow at stage three considers the 

different scenarios before the processed part(s) move to the next machine in the 

product routing. The result of the analysis of product flow strategies was the 

identification of four scenarios for stage one and six scenarios for stage three. 

Stage two only requires the selection of a machine type and definition of 

machine capacity.

The possibilities for stage one of product flow are presented in Figure 3.4. 

In the first two options units arrive one by one and are ready for processing 

(branch 1) or accumulate before processing can begin (branch 2). In the two 

other options, a batch of units arrive and are processed one by one (branch 3) or 

processed in groups until the batch has been completed (branch 4).

The selection of an option is done through a machine arrival scenario 

code. Any machine type can be combined with any of the machine arrival 

scenarios as long as the combination is feasible. For example, it would not make 

sense to select option number four, process in sub-batches, if the machine can 

only process one part at a time. The combination of a machine code and an 

arrival code is used internally to access a module designed for that specific 

combination of machine-arrival scenario. Currently the model contains only 

those machine-arrival combinations of interest in this research work. The 

simulation model is highly modular. Therefore, it can be expanded by adding 

modules to address other machine-arrival scenarios of interest to the user.
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process as is

one unit accumulate
Entity 
in queue

process each unit
batch

process in 
sub-batches

Figure 3.4. Scenarios at stage one of product flow

The possibilities for stage three of product flow are presented in Figure 

3.5. Departure scenarios define the action to be taken with the entity(s) once 

processing has been completed. Entities departing from a machine can 

represent one or various units of a given product. The number of units is 

constrained by machine capacity. The departing entity can be allowed to flow as 

it exits (branches 1 and 3), or it might be accumulated until a desired number of 

units has been reached (branches 2 and 4). Branches 5 and 6 are used for 

cases in which each entity is transformed into more than one end item. This 

happens in the assembly of printed circuit boards. The product starts with panels 

which at a certain point in the product routing are cut into one or more printed 

circuit boards. A departure scenario is chosen through a departure code number 

which is used internally to access the machine-departure module needed to 

address that combination.

The definition of arrival and departure scenarios at each machine gives 

the user a lot of flexibility to model manufacturing cells in which the unit load size 

is constantly changing. This modeling capability is particularly appropriate for
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cell scenarios 1 (printed circuit boards) and 2 (computer peripheral service 

parts).

Departing
entity

flow as it exits

accumulateone unit

flow as it exits
more than 
one unit

accumulate

■Split entity 
and accumulate

split pntity and Q i
flow one by one

Figure 3.5. Scenarios at stage three of product flow

3.5 Cell Design and Operation Issues

The selection of cell design and operation issues to be addressed by the 

simulation model was based on the results from the literature review and 

interviews with users of manned manufacturing cells. These are presented in 

Table 3.2. A discussion of cell design and operation issues follow.
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3.5.1 Cell Design Issues

Cell design issues include: (1) layout, (2) selection of material handling 

and storage system, and (3) unit load size. A brief review of each issue is now 

presented.

Table 3.2. Cell design and operation issues

Design Operation

Cell layout Maintenance policy

Material handling equipment Quality policy

Storage system Scheduling

Unit load size Inventory buffers
Number o f operators
Operator assignments
Operator movement rules
Operator destination rules
Setup time policy
Lot size

3.5.1.1 Layout and Space Requirements

One expected benefit from the implementation of cells is a reduction in 

space requirements. Steudel reports reductions of 20 to 45 percent in floor 

space requirements [22]. Space requirements are determined by the cell layout. 

Cell layout is defined using a vector of linear distances between pairs of 

machines. Since it is not generally possible to characterize all relevant aspects 

of a cell layout by a single number, cell layout is considered as a qualitative
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factor for experimentation purposes. Different layouts can be examined by 

changing the vector of linear distances.

3.5.1.2 Material Handling and Storage

The efficiency of the material handling activity is improved by reducing 

distances between machines. This translates into reductions in indirect labor 

(assigned to move parts around), handling equipment, and storage 

requirements. Steudel reports reductions in material handling costs of 70 to 90 

percent with the implementation of manufacturing cells [22].

The options on the material handling and storage system were presented 

in Section 3.2. Selection of an option is done through an option code. A material 

handling option needs to be defined for each pair of machines. This gives the 

user a lot of flexibility to model cells with wide variety of material handling 

alternatives. Currently the user can choose among combinations of powered 

conveyors, gravity conveyors, transfer cars, and manual handling. The use and 

characteristics of containers and carts is defined through input data.

3.5.1.3 Unit Load Sizing

The close proximity between machines in a cell results in reduced 

handling distances and allows the implementation of smaller unit load sizes. The 

simulation model can be used to analyze the impact on cell performance of 

different unit load sizes. The model has the capability of simulating cells where 

the product unit load size is constantly changing. Unit load sizes are input using 

a vector of values, defined only at those machines where changes in unit load
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size are expected to occur. Unit load size is a quantitative factor in the design of 

simulation experiments.

3.5.2 Cell Operation Issues

One of the objectives of this research work is the design of a simulation 

model capable of representing world class manufacturing environments. Some 

of the manufacturing practices adopted by world class manufacturers are: (1) 

autonomous and preventive or predictive maintenance, (2) quality at the source, 

(3) quick changeovers, (4) multiskilled workers, (5) small inventory buffers, (6) 

small lots and (7) the reduction of minor machine stoppages. The simulation 

model has been designed to study the impact on cell performance of adopting 

those world class practices.

3.5.2.1 Maintenance Practices

Case studies reviewed in the literature show an 80 percent reduction in 

the rate of machine failures with the implementation of a preventive maintenance 

program [20,12]. This translates to an average time between failures that is 

about five times longer if the mean time to failure is much larger that the mean 

time to repair (MTBF»MTTR). Studies also show a reduction of more than 50 

percent in unscheduled machine downtime (repair time) [12,13]. For modeling 

purposes, the time between breakdowns could be based on calendar time or 

accumulated run time. The model can emulate two major scenarios of machine 

maintenance: (1) breakdown maintenance, and (2) autonomous with preventive 

maintenance.
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Under the first scenario machines are given maintenance only when they 

break down. The second scenario has a combination of autonomous 

maintenance and preventive maintenance. Autonomous maintenance is given by 

operators on a daily basis. It represents activities such as machine dusting, 

oiling, and minor adjustments. Preventive maintenance is under the 

responsibility of maintenance personnel. It could be weekly, monthly, or as 

desired based on a user defined maintenance schedule. Autonomous 

maintenance has been modeled to occur during regular shift hours. However, 

preventive maintenance is assumed to occur after working hours. The impact of 

implementing a preventive maintenance program can be studied using data files 

reflecting the current and expected breakdown-repair scenario.

3.5.2.2 Quality Practices

The quality control strategy traditionally used by companies consists of an 

inspection point close to the end of the production process, performed by quality 

assurance personnel. Quality at the source is a concept aimed at detecting 

quality problems as early as possible after they occur. It can be implemented in 

different ways, such as self and/or successive inspection performed by the 

operators, the use of mistake-proof devices positioned right after value-adding 

processes, and through better control of the key variables that impact machine 

behavior (better known as source control). Case studies reviewed in the 

literature show reductions of 80 to 90 percent in the number of defects per 

month with the implementation of such approaches [19].

Currently, the simulation model offers the following options: (1) traditional 

inspection with or without QA stations, (2) self and successive inspection at 

value-adding processes, (3) self inspection only at value-adding processes, (4)
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pure inspection stations, and (5) test stations. Selection of a quality option is 

done through a quality code defined for each machine in the cell. Quality is a 

qualitative factor for experimentation purposes. Different scenarios can be tested 

by changing scrap and rework data files, and adding files on inspection times. In 

some cases cell layout, operator assignments and other issues change with the 

implementation of quality at the source. In those cases it is necessary to change 

those data files accordingly.

3.5.2.3 Changeover Practices

Quick changeover has been proven to be a key factor for the efficient 

operation of cells [KEKR87,AURR93]. It requires training and involvement of cell 

operators. A team consisting usually of cell operators, setup people, 

maintenance technicians, and engineers is created to work on areas of 

opportunity for setup time reduction. Setup time reductions of up to 50 percent 

are readily achievable with little or no investments on equipment just by planning 

and organizing before the setup is performed.

In the traditional scenario an operator working at a machine center is 

moved to perform other operations when a setup is needed. Only the setup 

personnel are involved in the setup activity. The setup team under quick 

changeover includes the machine operator as well as other individuals if 

needed. In this scenario the setup activity is divided into external and internal 

setup. External setup consists of those setup activities that, as identified by the 

setup team, can take place while the machine is running. Therefore, machine 

downtime is reduced. The machine operator is not typically involved during the 

external setup. Internal setup consists of those setup activities that cannot take 

place until the machine has stopped. The entire setup team is involved during
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the internal setup activities. Selection of a setup scenario is done by choosing a 

setup code: (1) zero if the machine does not require setups, (2) one for 

traditional setup, and (3) two for quick changeover.

3.5.2.4 Multiskilled Operators

Multiskilled operators can be developed through cross-training and 

coaching. Since they can be assigned to more than one process in the cell, this 

practice provides greater flexibility if the cell needs to react to changes in 

product mix and demand patterns. Availability of multiskilled operators can be 

simulated through the use of an operator assignment matrix. Different 

assignment scenarios can be studied by changing the assignment matrix. Issues 

related to multiskilled operators include: when should the operator move, and 

where should he/she move to. With respect to when, two rules have been coded:

(1) move when one unit load has been completed, and (2) move when idle (no 

parts waiting in queue). With respect to where to go, two rules have also been 

coded: (1) move to the next machine assigned, and (2) move to the machine 

assigned with the longest queue. The user has available a total of four 

combinations of when/where rules. Each one can be tested with a variety of 

assignment matrices.

3.5.2.5 Inventory Buffers between Processes

One of the expected benefits of implementing manufacturing cells is a 

significant reduction in the levels of work-in-process. Reductions of 70 to 90 

percent have been reported in the literature [22]. Levels of work-in-process in a 

manufacturing cell will be the result of the adopted combination of design and 

operation strategies. An approach for the control of work-in-process levels is the
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implementation of finite inventory buffers. In pull production systems, machines 

up the line are blocked from production once the buffer has reached its 

maximum level. The simulation model represents this environment with finite 

inventory buffers. The model allows the selection of finite or infinite buffers 

between processes.

3.5.2.6 Lot Sizing

The concept of manufacturing cells has been used by companies to 

respond quickly to an increasing product mix and remain competitive in global 

markets. This increasing product mix translates into smaller lot sizes. Shifting to 

smaller lot sizes might require reductions in setup, changes to the material 

handling system, quality policy, or any other operation factor that may have a 

negative impact on cell performance under this new environment. The impact of 

smaller lot sizes can be studied under any combination of cell design and 

operation scenarios. Lot sizes are input using a file in which the following items 

are specified: (1) part number, (2) lot number, (3) lot size, (4) release date, and 

(5) order due date. Each record in the stream of numbers represents an order of 

a customer or a group of customers. Release dates are used to emulate arrivals 

of customer orders to the manufacturing cell. Due dates are used to calculate 

lateness cost.

3.5.2.7 Machine Minor Stoppages

Machine minor stoppages are those caused by material replenishments, 

machine adjustments, or any other activity that requires stopping the machine for 

short periods of time. Frequent machine stoppages can deteriorate cell 

performance. The simulation model has been designed with the capability of 

including minor machine stoppages. A machine code number is used to signal
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the need for such stops. The time between stops and downtime duration are 

input using vectors of data.

3.6 Cell Performance Measurement

Performance of a manufacturing cell can be measured in numerous ways. 

Throughput, work-in-process, manufacturing leadtime, material handling cost, 

machine setup cost, and inventory carrying costs are some examples found in 

the literature. Every decision made during the design process has an impact on 

cell performance, whether related to cell formation, or ceil design and operation. 

A weakness of the procedures developed so far is the consideration of only one 

or, at best, a few performance issues [WEMM89].

Comparison between cell scenarios in this research work is done using a 

comprehensive annualized cost function. It has the capability of reflecting the 

expected benefits of manufacturing ceils: (1) reduced levels of work-in-process,

(2) shorter manufacturing leadtime, (3) improved on-time delivery, (4) reduced 

material handling, (5) less space requirements, and (6) improved quality. The 

function consolidates ten cost components: inventory carrying cost (IC), lateness 

cost (LT), setup cost (SU), material handling cost (MH), storage equipment cost 

(ST), production labor cost (PL), maintenance cost (M), quality cost (Q), layout 

(L), and floor space cost (FS). The sources of such costs are summarized in 

Figure 3.6. Each cost component is discussed in detail in the following 

subsections.

3.6.1 Inventory Carrying Cost (IC)

The inventory carrying cost measures the opportunity cost associated 

with having funds tied up in inventory. It includes work-in-process and finished
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goods inventory. The inventory carrying rate represents the interest that could 

be earned if the funds were invested elsewhere. Setup, lot size, unit load size, 

inventory buffers, and quality strategies are some of the cell operation issues 

that may have a significant impact on the levels of work-in-process and finished 

goods inventory. The formula used to measure inventory carrying costs is 

presented in equation (3.1).

O P*  1 HP .

IC=  Z  'Z U * * pNCOSTni]*ICR (3.1)
7=1 n= 1

where;

IC

n

NP

j
OP

OP+1

annual inventory carrying cost,

: index for product number, 

number of different products, 

index for operation number, 

number of operations performed in the cell, 

index for finished goods inventory.

PNCOSTn

ICR

time-averaged inventory of product n at operation j, 

value of product n at operation j, 

inventory carrying rate,

The time-averaged inventory of each product at each operation is a random 

variable whose value is captured as part of the simulation results. All other 

values are user inputs.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

55

Cell annual 
cost

Inventory 
carrying cost —

Work-in-process 
Finished goods

Lateness
- t r

Late orders 
Outstanding orders

r ------------->

Setup

Material handling

Storage eq.

H S
H a Investments on equipment: 

carts and containers

Labor Production time

Maintenance

Quality
Training
Investments on equipment 
Inspection labor time 
Scrap and rework

Floor space

Changeover labor 
Training
Investments on equipment 
Team work

Operator handling time 
Material handler time 
Investments on equipment

Training
Investments on equipment 
Breakdown maintenance 
Autonomous maintenance 
Preventive maintenance

Layout

Figure 3.6. Components of the cell annual cost function

3.6.2 Lateness Cost (LT)

The lateness cost component measures the cell’s level of customer 

service. Cells with a high customer service level are those with a high on-time 

delivery rate. An order is considered to be completed on time only if the entire
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order is completed by the due date. Hurley proposed a lateness cost based on a 

late charge rate and the value of the part [HURL94]. The function for late charge 

rate is presented in equation (3.2):

Ratemn= late change rate of the mth late order of product n, 

m = index for late order,

n = index for product number,

RA = ratio of lateness to manufacturing lead time at which an order is

canceled or charged a penalty cost equal to the full product cost,

Latemn= (completion date of the mth late order of product n) -  (due date of 

order m for product n),

CLTn = cell manufacturing lead time for product n.

The late charge rate represents the fraction of the product cost that is 

charged on late orders. As a function of the order lateness Latemn for the mth 

late order of product n, the charge rate is exponential between zero and RA, with 

a maximum charge rate of one. As RA increases the late charge rate decreases. 

The ratio RA is arbitrarily set by the user.

A lateness cost is also calculated for outstanding orders, those released 

for production not completed by the end of the year. These are charged the full 

cost of the product. The total lateness cost function is presented in equation

(3.2)

where;

(3.3):
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NLO NP OD NP

LT=  £  I * ® .  *P N C O S T „„*AS_ + £  IO /> „  •PNCOST„„.t (3.3)
m =l n = l k - I  n=I

where;

LT = annual late delivery penalty cost,

Rate™ = late charge rate on late order m of product n,

PNCOSTn,op+i= cost of product n at finished goods,

LSmn = number of units in late order m of product n,

NLO = number of late orders in one year of simulation,

k = index for outstanding orders,

OD = total number of outstanding orders, that are released

orders but not completed at the end of the year.

OP.cn = number of units in outstanding order k of product n,

Order lateness (Latemn), number of late orders (NLO), and number of 

outstanding orders at the end of the year (OD) are time-averaged random 

variables. Observed values come from simulation runs. All other values are user 

inputs.

3.6.3 Setup Cost (SU)

Costs associated with setups include: changeover labor (operators and 

other employees involved), operator training on quick changeover concepts, and 

investments in equipment, tools, and fixtures for the implementation of quick 

changeover. Setup costs are determined using the function presented in 

equation (3.4):
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H’S KS

SU =  £  TKJNTk * sues * CWG +  £  (IWClNTk +  EXTSUk) * SUCS * CWG
4  =  1 4  =  1

US

+  WCINTk *WG
k~-\

.\S Y R S

(SUTR + SUINV)
i♦ /i Ai'r ( l + / ) TWORK / (!+/).\NYRS

(3.4)

where;

SU = annual setup cost, 

k = index for machine,

WS = number of machines in the cell,

TRINTk = setup time (minutes/year) on machine k under the traditional 

system of long setup times,

SUCS = setup crew size (does not include the operator),

WG = operator wage ($/minute)

CWG = crew wage ($/minute),

WCINTk = internal setup time (minutes/year) on machine k under the 

scenario of quick changeovers,

EXTSUk = external setup time (minutes/year) on machine k under the 

scenario of quick changeovers,

SUSC = setup code: 0 for traditional, 1 for quick changeovers,

SUTR = total operator training cost for setup time reduction, incurred 

at the beginning of the study,

TWORK= total labor cost for the team's work on setup time reduction 

projects, incurred at the end of the first year of the study, 

SUINV = total investment costs, incurred at the beginning of the study, 

for the implementation of quick changeovers, 

i = annual interest rate,

NYRS = period of the study (years).
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TRINTk accumulates machine downtime due to setups on the traditional 

setup scenario in which the machine is stopped during the entire setup activity. 

The setup activity with quick changeovers is divided into two phases: external 

and internal setup. EXTSUk and WCINTk accumulate external setup times 

(machine is running) and downtime due to internal setup (machine is stopped), 

respectively. Only one setup scenario can be tested in a given simulation run. 

Therefore, if WCINTkl and EXTSUk are greater than zero, then TRINTk will be 

zero since nothing is been accumulated in that variable. SUTR, SUINV, and 

TWORK are zero under the traditional setup scenario.

The crew size (SUCS) represents the number of employees involved in 

the setup activity, not including the machine operator. It is assumed that the 

machine operator is not involved in the traditional setup activity. Therefore, the 

changeover labor cost is based on the setup crew size only. The operator is 

involved during the internal portion of the quick changeover activity. Therefore, 

the changeover labor cost consists of two components: crew labor during 

internal and external setup, and operator labor during internal setup.

Training and investment costs are assumed to occur at the beginning of 

the first year and are annualized over the period of the study. Teamwork 

activities for the implementation of quick changeovers are assumed to occur 

throughout the first year of the study. Labor cost for teamwork activities are 

accrued at the end of the first year and annualized over the period of the study.

Since teamwork and training hours represent a small percentage of the 

total working hours, they were assumed to occur during overtime. Some 

companies prefer using outside consultants instead of project teams. In those
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cases teamwork cost is replaced by consultant’s cost. The equation has the 

flexibility to accommodate different project strategies.

Machine setup times (TRINTkl WCINTk, and EXTSUk) are random 

variables with values obtained from simulation results. All other values are input 

by the user.

3.6.4 Maintenance Cost (M)

The implementation of a preventive maintenance program requires 

training operators and in many cases investments to upgrade machine 

conditions. Costs included in this component are: labor and part replacement 

during breakdown maintenance, operator training, investments in equipment, 

labor and replacement of parts during preventive maintenance, and labor during 

autonomous maintenance. The function used to calculate maintenance costs is 

presented in equation (3.5).

Autonomous maintenance is performed by machine operators on a daily 

basis. Machine preventive maintenance and breakdown maintenance are under 

the responsibility o f maintenance personnel.

US
M = ^ LTAt *W G+'£{RTk * MCS * CWG + PCk * NBKDk) +

(MTR + M1MV}
/ ( ]+ / ).\N Y R S

> + ̂ P M c °STk
Jh=l

(3.5)

where;

M = annual maintenance cost,
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LTAk = total downtime on machine k due to autonomous

maintenance (minutes/year),

RTic = total downtime on machine k due to repair (minutes/year),

MCS = maintenance crew size,

WG = operator wage ($/minute)

CWG = crew wage ($/minute),

PCk = part replacement cost at machine k,

NBKDk = number of breakdowns per year at machine k ,

MTR = total operator training cost incurred at the beginning of the

study for the implementation of autonomous maintenance, 

MINV = total investment cost incurred at the beginning of the study

for the implementation of preventive and autonomous 

maintenance,

PMCOSTk = preventive maintenance expected cost for machine k ($/yr.) 

including labor and scheduled replacement of parts.

Labor spent by operators on autonomous maintenance activities (LTAk), 

machine repair times (RTk), and the number of machine breakdowns (NBKDk) 

are random variables with values obtained from simulation runs. Costs on 

training, equipment investment, and preventive maintenance interventions are 

estimated and input by the user.

3.6.5 Quality Cost (Q)

Product quality has a significant impact on manufacturing performance in 

environments handling low inventory levels. Achieving a high customer service 

level greatly depends on the ability to manufacture a quality product. The quality 

cost component includes costs associated with product inspection, scrap and
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rework, training on quality concepts, and investments in equipment to ensure 

quality at the source (e.g. mistake-proof or source control of process).

Inspection and rework costs are divided into two major categories: those 

incurred under traditional inspection and those incurred under quality at the 

source. It is assumed that inspection and rework under the traditional inspection 

system are performed by quality assurance (QA) personnel and off-line rework 

operators, respectively. Machine operators are not involved on those activities. 

Therefore, labor costs associated with the traditional system are: QA inspectors 

down the line and off-line operators needed for rework. For product n QAITn is 

the annual accumulated QA inspection time and RWKn is the annual 

accumulated off-line operator rework time. It is assumed there is only one QA 

inspection station and one off-line rework station in the cell. However, there 

could be more than one QA inspector and off-line rework operator. The 

simulation model determines the number of QA inspectors and off-line rework 

operators needed.

Operators perform inspection and rework activities under the quality-at- 

the-source scenario. Thus, labor costs associated with this scenario include: 

operator inspection and rework times for product n at operation j, which are 

respectively accumulated by the simulation in variables OITnj and ORWKTnj.

A quality scenario could consist of a combination of quality at the source 

and a QA inspection station down the line. Therefore, QAITn, RWKn, OITnj and 

ORWKTnj could all be greater than zero simultaneously. SCRPnj accumulates the 

number of scrapped parts of product n at workstation j under both environments. 

Quality costs are determined using equation (3.6).
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where;

QAITn = inspection labor (minutes/year) on product n performed by 

QA personnel under the traditional inspection system,

RWKn = off-line operator rework time (minutes/year) on product n 

under the traditional inspection system,

QAWG = quality assurance personnel wage rate ($/minute),

OITnj = operator inspection labor (minutes/year) on product n at

machine j under quality at the source,

ORWKTnj = operator rework labor (minutes/year) on product n at 

machine j under quality at the source scenario,

SCRPnj = scrapped parts of product n at workstation j accumulated 

annually over either quality scenario,

QTR = total operator training cost in quality concepts incurred at the

beginning of the study,

QINV = total investments in equipment to ensure quality at the source 

incurred at the beginning of the study.

Costs associated with the implementation of quality improvement 

strategies are: labor during inspection and rework operations, scrap, 

investments, and training on quality concepts. The investment component can 

be used to account for investments such as machines, tools, fixtures, and 

computer software for the collection of quality data. QAIT„, RWKn, SCRPnj, OITnj,
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and ORWKTnj are random variables with results captured during the simulation 

runs. All other components in the equation are user inputs.

3.6.6 Material handling (MH)

The elements considered under material handling costs are: labor during 

handling activities, and investments on equipment. Material handling could be 

performed by operators or material handlers. For product n at operation j, OHT„j 

and MHHTnj represents annual accumulated operator and material handler 

handling time, respectively. Material handling costs are evaluated using 

equation (3.7).

OP HP O P NP

M /  =  Z  1L0HT«, * WG + X  Z  MHHI'n] * HWG +  M H IN V <
j~\ rr=l j=1 rt=l

where;

MH = annual material handling cost,

OHTnj = operator handling time (minutes/year) for product n at 

machine j,

MHHTnj = material handler time (minutes/year) for product n processed at 

machine j,

MHINV = total investment on material handling equipment incurred at 

the beginning of the study,

HWG = material handler’s wage rage ($/minute).

OHTnj and MHHTnj are random variables with values captured from 

simulation runs. All other values are user inputs.

. \ N t K S

( l + /). \  SYRS
- I

(3.7)
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3.6.7 Storage Cost (ST)

Storage costs include investment in storage equipment. Cell storage 

space cost is captured by the floor space cost (FS). The types of storage 

equipment covered in this research are containers and carts. Container types 

are defined by product and product destination. This results in great flexibility to 

change container types as the product flows through the cell. Container capacity 

is defined for each container type. Carts in the cell are assumed to be of one 

type only with capacity to handle the entire product unit load in one trip. Storage 

costs are evaluated using equation (3.8).

{
NCONT "I

£ ( A 4AXCO, *COCOs) +  ( MAXCA *CACO U - ' 0+0
(1 + i) ^ RS- l

(3.8)

where;

ST = storage annual cost, 

s = index for container type,

NCONT = total number of container types,

MAXCOs = maximum number of container type s in use,

COCOs = cost of container type s ($/unit) incurred at the beginning of 

the study,

MAXCA = maximum number carts in use,

CACO = cart cost ($/unit) incurred at the beginning of the study.

The cost of carts and containers is based on the expected maximum 

number of carts and containers in use over one year of cell operation, it could 

also be based on the average number in use. MAXCOs and MAXCA are random 

random variables with values obtained from simulation runs. All other values are 

user inputs.
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This cost component accounts for labor spent on cell activities not 

accounted for in autonomous maintenance, setup, material handling, and 

product inspection and rework. It includes processing parts, replenishing 

materials, waiting for parts, and idle time. Production labor cost is determined 

using equation (3.9).

*WG (3.9)

PL = (MPEMP * NOP -

i n 's  OP NP  " p

j jp C W T t+ L T A ,) * ? ,  I ( 0 / / 7 ,  + 0 /7 , +ORWKT^)\
* = I /= l  n= l

where;

PL = annual production labor cost,

MPEMP = available minutes per year per operator,

NOP = number of cell operators,

WCINTk = labor (minutes/year) at machine k during internal setup under 

quick changeovers,

LTAu = labor (minutes/year) at machine k during autonomous 

maintenance,

OHTnj = labor (minutes/year) on material handling activities for 

product n at operation j,

OIT nj = labor (minutes/year) on inspection for product n at operation j, 

ORWKTnj = labor (minutes/year) on rework for product n at operation j.

All of the above except MPEMP, NOP, and WG are random variables with 

values determined by the simulation.
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3.6.9 Layout Cost (L)

Layout costs are those incurred in changing the cell layout, including 

labor and materials needed to change the shop-floor arrangement. Personnel 

involved during layout changes include engineers, mechanics, line supervisors, 

operators, and inspectors. Materials needed depend on facility requirements. 

Examples are pipes, tubing, cables, and machine and product covers. The 

layout cost is estimated and input by the user.

3.6.10 Floor Space Cost (FS)

Total floor space cost is obtained by multiplying the cell size in square 

feet by space cost in dollars per sq. ft. per year. Space requirements are a 

function of machine dimensions, expected inventory levels, material handling 

equipment in use, and number of operators. Cells with high levels of work-in- 

process and finished goods inventory typically require more floor space.

3.6.11 Total Annualized Cost

The cell annual cost is calculated by adding the cost components 

discussed above as presented in equation (3.10).

TAC = IC+ LT+S(J +  MH + ST+PL + M  + Q + L + FS (3 .1 0 )

The total annual cost function summarizes the result of the chosen cell design 

and operation strategies, and offers a comprehensive mechanism for the 

evaluation and comparison of alternative strategies.
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3.7 Computer Simulation Model

The simulation model was designed using SLAM II, an advanced Fortran- 

based simulation language [14]. SLAM II provides network, discrete-event, and 

continuous modeling capabilities. The simulation model contains approximately 

a total of 20,000 lines of source code. It is discrete-event oriented with Fortran 

user-written subroutines.

Model development was performed sequentially, starting with only a few 

cell design scenarios. Model verification was performed after addition of each 

new scenario. Programming errors and logic flaws were found using DBX, a 

source-level debugger available on most UNIX platforms. The following sections 

discuss software modularity, execution speed, and statistical capabilities for the 

model that has been developed by the author.

3.7.1 Modular Characteristics of the Simulation Model

The simulation model handles the occurrence of 25 event types which are 

identified in Table 3.3. User input codes and data files are used to activate 

simulation modules upon the occurrence of an event. An example of the 

interaction between modules is depicted in Figure 3.7. The figure illustrates how 

modules are activated when a part processing is completed (departure). This 

logic sequence applies to the case where an operator is needed at the machine 

at all times. Therefore, he is available for activities such as part inspection, 

material handling, or machine setup. Boxes shaded in gray represent the 

occurrence or scheduling of events. The pound (#) sign denotes that more than 

one module of that kind were developed to address the machine types, arrival 

scenarios, and departure scenarios identified during the characterization of
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machines and product flows. For example, DEPSC1 is activated when the 

machine departure code is 1. D1M1 is activated from DEPSC1 to deal with the 

combination of departure scenario 1 and machine type 1.

Table 3.3. Description of simulation events

Event Activated
Number module Event description

1 LARRVL Arrival of a lot for production
2 CSUCIN Completion of a successive inspection
3 CSUCIR Completion of successive rework
4 DEPART Completion of machine processing
5 CSELIN Completion of self inspection
6 CSELIR Completion of self rework
7 ULARRL Arrival of a unit load
8 CMHOP Completion of an operator handling activity
9 CTRASU Completion of traditional setup
10 CWCSU Completion of world class setup
11 CQAINS Completion of inspection by QA
12 CTRARW Completion of rework on the traditional scenario
13 AUTOMT Request for an autonomous maintenance
14 CAUTOM Completion of autonomous maintenance
15 GATHER Collection of output statistics
16 BREAKD Occurrence of a machine breakdown
17 CREPAI Completion of machine repair
18 CLRSTA Clearing output statistics
19 CSCRAP Completion of scrapped parts (to complete lot)
20 MINSTP Occurrence of a minor machine stoppage
21 CAUTOM Completion of minor stoppage (same as cautom)
22 TCRET Return of a transfer car
23 CLOAD Completion of machine loading
24 CULOAD Completion of machine unloading
25 THRUPT Collection of throughput statistics
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Figure 3.7. Activation of modules to simulate a departure

The departure event activates a departure scenario module. This module 

calls the departure-machine (DM) module needed to simulate the activities 

expected to occur for that combination of departure scenario and machine type.
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DM activates a module called departure quality code (DQC), a generic quality 

module, that activates specific modules designed to deal with quality scenarios.

A machine quality code is used at DQC to determine the quality module to be 

activated. DQC calls TRADQ or SRCINSP for traditional and source inspection 

quality scenarios, respectively.

FINGDS is called within TRADQ if the current machine is the last one in 

the part routing. Otherwise, it calls BUFFCK to determine it there is space 

available at the next machine’s buffer. If the buffer is full, the current machine is 

blocked, and MOVEMT is called to move the operator to another machine. When 

there is space available, TRADQ calls MATHAN, a generic material handling 

module. MATHAN activates the material handling module needed to allocate 

handling resources and schedules the arrival of the departing part (ULARRL) to 

the next machine in the routing. When handling is manual, it also schedules the 

completion of a material handling activity by an operator (CMHOP). Under 

source inspection, SRCINSP activates a module designed to generate 

inspection times and schedules the completion of inspection (CSELIN).

Once the simulation model has taken care of all activities associated with 

the departing part, it activates those modules needed to process parts waiting in 

queue. The interaction between those modules is presented in Figure 3.8. 

MQPUL is called within DM to verify if there are enough parts in queue for one 

machine cycle. If there are not enough parts, a machine operator code is used to 

determine if he is dedicated or shared (assigned to more than one machine). 

DESTIN is activated to find the destination of shared operators.

The simulation model contains two movement rules for shared operators. 

Therefore, even if there are enough parts in queue for a machine cycle, it needs
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to be determined whether he will stay or move to another machine. This decision 

is made at MOVEMT. This module activates DESTIN when the decision is to 

move the operator.

M#QPUL

NOT EMPTYEMPTY

DED.

y  SHARED 

DESTIN U _

MOVEMT

MOVE

STAY,
lETURI

SAME P.N.DIFFERENT P.N.

PQCMSETUP

SCRINSNOINSPTRADSU WCSU

MACHIN

SHAREDDED. M#

DESTINIETURI CONTAI

PROCES

Figure 3.8. Activation of modules to select and process an entity
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MSETUP is activated within DM when the next part number to be 

processed is not the same as the last part number processed at that machine. 

MSETUP is a generic setup module that activates specific modules designed to 

deal with setup scenarios. A setup code is used at MSETUP to activate either 

TRADSU or WCSU for traditional and world class setup scenarios, respectively. 

TRADSU and WCSU schedule the completion of a setup. Operators are not 

involved in traditional setups. Therefore, if the operator is shared, TRADSU 

activates DESTIN to move him to another machine.

PQC is activated within DM when the next part number does not require a 

machine setup. The machine quality code is used at PQC to activate NOINSP or 

SCRINS for traditional and source inspection quality scenarios, respectively. 

SCRINS schedules the completion of a successive inspection (CSUCI). NOINSP 

activates MACHIN, a generic module designed to deal with the different machine 

types included in the model.

A machine code is used at MACHIN to activate M, the module designed to 

simulate processing of parts at that specific type of machine. This module 

activates CONTAI to allocate storage resources and PROCES to generate the 

processing time. It pulls parts waiting in queue and schedules the completion of 

machine processing (DEPART).

The simulation model contains a total of 126 modules. This modularity 

characteristic gives modeling flexibility to reflect many combinations of cell 

design and operation scenarios. It also provides model adaptability, since other 

scenarios of interest to the user can be incorporated by adding new modules. A 

listing of the source code has been included in Appendix A.
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3.7.2 Execution Speed

Execution time for the simulation of 243,000 minutes of production at a 

cell for the assembly of printed circuit boards was approximately 25 minutes 

(using a DECstation 5000/25 with 28 megabytes of RAM). This run length 

represents one year of production working two eight hour shifts per day, five 

days a week. A few of the cell scenarios studied resulted in high levels of work- 

in-process inventory with poor cell performance (high annual cost). Simulation 

time on those cases increase to close to five hours.

3.7.3 Statistical Capabilities

The statistical characteristics are those that describe the model's ability to 

deal with the stochastic nature of the system under study. Some of the elements 

that define the statistical capabilities of a model are: standard probability 

distributions, warm-up period, and random number generators.

An important activity in a simulation project is the collection and statistical 

analysis of cell data to model system randomness such as machine processing 

times, part inspection times, time between machine breakdowns, machine repair 

times, and machine setup times. Accuracy of simulation results is a function of 

the ability to replicate system randomness. The simulation model contains nine 

standard probability distributions to sample values for random variates: 

exponential, uniform, Weibul, triangular, normal, lognormal, Erlang, Gamma, and 

beta.

The statistical capabilities determine the model’s efficiency and accuracy 

of results. Model efficiency is measured in terms of number of replications
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needed to achieve a desired level of accuracy in the simulation output. The 

number of replications needed is a function of the output variance. Variability of 

the simulation output on any one replicate (“within" variation) is reduced by 

allowing a warm-up period. The model allows a user defined warm-up period, at 

the end of which output statistics are reset to zero.

Common random numbers and synchronization of random numbers are 

two variance reduction techniques used for the comparison of alternative system 

configurations (“between” variation). They ensure that differences in 

performance are due to system configuration and not to variability on the 

sequence of random numbers. Implementation depends on the number of 

random number generator streams available. The user has access to 100 

random number generator streams.

3.7.4 Simulation Input

A list of input data files is presented in Table 3.4. The pound (#) sign 

indicates that one file is needed for each scenario tested. For example, the study 

of three scenarios of quick changeovers requires three files (exsu1.dat, 

exsu2.dat, and exsu3.dat) to describe external machine setup times.

Not all the files listed are needed to execute the simulation model. As an 

example, a traditional quality scenario does not include inspections by 

operators. Therefore, a machine quality code of 1 prevents opening files related 

to product inspection times.
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Table 3.4. Input data files

File Description
auto#.dat Probability distributions for autonomous maintenance.
brck#.dat Probability distributions for times between breakdowns.
cius#.dat Machine codes to request and/or return containers.
coca#.dat Containers capacity.
coco#.dat Containers cost.
cont#.dat Container types.
conv#.dat Conveyor speed and length.
costf.dat General data: customer lead time, simulation run length,..........
dem#.dat Stream of numbers representing product demand.
exp#.dat Description of the experiment (factor levels).
exsu#.dat External setup times.
family.dat Part numbers contained in each family of products.
insu#.dat Internal setup times.
Iay#.dat Layout cost, floor space cost, and cell layout.
mach#.dat Machine characteristics: number, type, operator code,........
masc#.dat Arrival scenario code for each machine.
mbuf#.dat Machine buffer size.
mcrew.dat Maintenance crew size and wage.
mdrl#.dat Operator movement and destination rules.
mdsc#.dat Departure scenario codes for each machine.
mhop#.dat Material handling option between pairs of machines.
mqcd#.dat Quality codes for each machine.
msto.dat Probability dist. for time between stoppages and stop time.
msut#.dat Setup codes per machine: 0=no setup, 1 traditional, 2=quick.
mtyp2.dat Mach type 2: capacity by part number.
mtyp3.dat Mach type 3:Number of families, capacity by family, cycle time.
opas#.dat Operator assignments.
opcd#.dat Operator codes: 1 =dedicated, 2=shared.
parts.dat Number of parts, number of families, number of lots.
pmcd.dat Preventive maintenance codes.
pnco.dat Part number cost at each operation in the part routing.
pnrt.dat Part routing and probability distribution for processing times.
prepc.dat Part replacement cost during machine maintenance.
prwkc.dat Part rework cost.
qins#.dat Probability distributions for Inspection times.
qrte#.dat Scrap and rework rates by part number and machine,
rep.dat Probability distributions for times to repair.
sucr#.dat Setup crew size, wage, teamwork cost.
ul#.dat Unit load size by part number and machine.________________
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3.7.5 Simulation Output

The simulation output report includes the observed total cell annual cost, 

and a detailed breakdown of each component on the cost function. A sample of 

the simulation output has been included in Appendix B. The results as presented 

can be used to perform further analysis.

Breaking down the total cell annual cost into its individual components 

facilitates understanding differences among ceil scenarios. As an example, a cell 

for the assembly of printed circuit boards was studied under three scenarios: 

current design, and alternatives one and two. The simulation results are 

summarized in Table 3.5 and a bar chart of the cost components is presented in 

Figure 3.9.

Table 3.5. Cost components on three scenarios for the assembly of p-c boards

IC LT SU M Q MH&ST PL L FS TAC
Currant 25687 523294 39920 3558 1057394 29790 289242 0 192000 2160886

% 0.01 0.24 0.02 0.00 0.49 0.01 0.13 0.00 0.09

Alt 1 6202 26389276 76326 358746 695843 29577 264685 25000 192000 28037656
% 0.00 0.94 0.00 0.01 0.02 0.00 0.01 0.00 0.01

Alt 2 27698 68291 57908 4095 705975 11486 277827 25000 192000 1370279
% 0.02 0.05 0.04 0.00 0.52 0.01 0.20 0.02 0.14

The total annual cost under the current cell design is $2,160,886. The 

most significant cost components are quality and lateness which represent 49 

and 24 percent of total cost, respectively. These results stress the need to 

address product quality and the cell’s level of customer service.
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Alternative one evaluates the impact of implementing quality at the 

source, machine preventive maintenance, smaller lot sizes, and smaller unit load 

size. The total annual cost on this alternative is $28,037,656 — an increase of 

1300 percent over the current scenario. Analysis of the cost components show a 

significant increase in lateness, where $25,124,360 (not presented here) is due 

to late orders. This is primarily the result of processing in smaller lot sizes 

without addressing the issue of machine setup time.

■  Current {

■  Alt. 1 |

□  Alt. 2 !

| cost component
iI____________________________________________________________

Figure 3.9. Cost components for three cell scenarios

Alternative two assesses the impact of implementing quality at the source 

and smaller lot sizes while reducing setup times by 75 percent and addressing 

minor stoppages at strategic machines. This combinatiori of world class
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manufacturing practices result in a cell annual cost of $1,370,279 — a reduction 

of 37 percent over the current scenario. Compared to the current cell 

configuration, alternative 2 yielded a 77 percent reduction in lateness cost and 

33 percent reduction in quality cost.

The results presented above demonstrate the need to assess the impact 

of design and operation strategies prior to implementation. The best combination 

of manufacturing strategies is unique for each cell.

A comprehensive cost function has been formulated for the evaluation 

and comparison of alternatives. Nonetheless, the generic cell simulator includes 

in the output report other statistics o f interest to users of cellular manufacturing 

(see Appendix B). Those are:

• Total cell production by part number,

• Cell weekly throughput,

• Requirements on storage equipment,

• Requirements on QA inspectors and off-line rework operators,

• Total scrap by part number,

• Machine utilization,

• Levels of work-in-process inventory,

• Number of setup and maintenance crews needed.

The simulation output report includes the SLAM II standard summary report with 

statistics on waiting times and manufacturing lead time.
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3.8 Conclusions

An objective of this research work was the design of a generic 

manufacturing cell simulator capable of evaluating the impact of implementing 

world class manufacturing practices. The research focused on manned 

manufacturing cells. Four cells were studied to identify those characteristics to 

be included in the model: machine types, product flow, material handling and 

storage equipment, and cell size. World class manufacturing practices included 

in the model were chosen based on the literature review and interviews with 

users of cellular manufacturing.

Machines at four manufacturing cells were studied to identify those 

characteristics that regulate product flow and define simulation events. The 

review of 85 machines identified four main types. Cells consist of combinations 

of those machine types plus some highly specialized equipment, used in specific 

types of industries.

Product flow in manufacturing cells depend on product characteristics, 

machine types, and the material handling approach. To emulate product flow 

effectively it is vital to model three critical stages (arrival, processing, and 

departure) at every machine. The analysis of manufacturing cells identified four 

scenarios at arrival and six scenarios at departure. The scenario at part 

processing is defined through the selection of a machine type.

Development of a fully generic cell simulator, capable of modeling all 

machine types and combinations of arrival and departure scenarios, is not 

practical due to the development time requirements. The modular structure of 

the simulation model allows flexibility to reflect a wide variety of cell scenarios
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and results in model adaptability, since other scenarios can be incorporated by 

adding new modules.

The model includes approximately 20,000 lines of source code, 126 

modules, and 25 event types that activate the appropriate modules. Exercising 

the model requires a significant amount of cell information (times, costs, 

machine performance, etc.). This is the trade-off cost to obtain accurate 

simulation results.

A second objective of this research work was the development of a 

comprehensive cell performance measure. The author proposes an annualized 

cost function that allows the evaluation of implementing relevant world class 

manufacturing practices. The impact of cell design and operation issues can be 

easily evaluated by comparing the resulting cost breakdown between scenarios.
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CELL DESIGN METHODOLOGY

4.1 Introduction

The methodology proposed herein provides users with a systematic and 

analytic procedure for the design and evaluation of manufacturing cells. It can 

be used in the design of new cells and in the reconfiguration of existing ones. 

The methodology addresses cell design and operation issues with focus on the 

impact of implementing world class manufacturing practices. Chapter 4 

constitutes the second of two archival journal articles developed by the author.

The building blocks of the methodology are depicted in Figure 4.1. It 

includes: computer simulation to emulate cell behavior under alternative 

configurations, engineering economics for the development of a cell 

performance measurement, design of experiments for the efficient collection and 

analysis of data, analysis of variance (ANOVA) to study the impact of design and 

operation factors on cell performance, and regression analysis and metamodels 

for the optimization of cell performance.

By far the most important building block is the computer simulation 

software developed by the author which incorporates the economic analysis 

concepts in the calculation of a total cost function for the evaluation of proposed 

manufacturing cells. The software allows for the design of statistical experiments 

and the subsequent use of ANOVA and regression analysis which permits the 

development of metamodels, predictors of the simulation response (total cost) 

based on relevant world class manufacturing practices.
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The proposed methodology is presented in Figure 4.2. It consists of four 

major steps: selection of design and operation issues, development of a 

comprehensive performance measure, identification of critical design and 

operation factors, and optimization of cell performance. A description of each 

step is presented below.

Analysis of Variance

Regression Analysis

Design of Experiments

Computer Simulation

Engineering Economics

Metamodels Estimation 
& Optimization

Figure 4.1 Building blocks of the cell design methodology

4.2 Selection of Cell Design and Operation Factors

The factors affecting cell performance have been classified into design 

and operation factors. Design factors are those that characterize the physical 

arrangement of the manufacturing cell. This includes layout, material handling 

equipment, storage system, and unit load size (the number of units moved at 

once between machines). Operational factors describe those management 

practices adopted to control cell operations. Included among operational factors 

are maintenance policy, quality policy, scheduling approach, inventory buffers,
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number of operators, operator movement and destination rule, setup time policy, 

and lot sizing.

The decision of which design and operation issues to be addressed in a 

study is case specific. All the issues mentioned above may be considered 

relevant for the design of a new manufacturing cell. When the objective of the 

study is the reconfiguration of a cell, the relevant issues are only those that 

address the need to restructure.

The methodology proposed herein was applied to a cell for the assembly 

of printed circuit boards (PCBs). A description of the cell is presented in Figure 

4.3. The squares represent processes, and the circles represent operators. The 

objective of the study was to analyze product quality and the cell's customer 

service level. The study focused on evaluating the impact of implementing 

quality at the source, quick changeover, autonomous and preventive 

maintenance, smaller lots, smaller unit load sizes, and minor stoppages at the 

pick and place machines. The cell material handling system, manning 

requirements, inventory buffers, and part scheduling practices remained 

constant throughout the study.

Analysis of scrap and rework data identified paste, glue, and the pick and 

place machines as the major sources of quality problems. One scenario for the 

implementation of quality at the source is depicted in Figure 4.4. Inspection 

points have been placed after the paste, glue, and pick and place operations. 

Manning requirements remain the same since inspections are highly automated 

and were assigned to the operators already in charge of those processes. Minor 

cell layout changes were needed to accommodate the new equipment. Thus, 

layout was not treated as a major issue during experimentation.
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Design Factors:
• Cell Layout
• Material handling 
system

• Storage system
• Unit load size

Operation Factors:
• Maintenance policy
• Quality policy
• Setup time policy
• Inventory buffers
• Lot sizing
• Number of operators
• Operator assignment
• Operator movement and 
destination rules

• Scheduling

no Significant Factors 
Identified? ^

yes

Revise and Improve 
Product/Process Data

no Resulting Costs 
Realistic?

yes

Optimization of Cell Performance

■''FactoriafN
Experiments,/

Simulation

Metamodel
Estimation

'Metamodel
.Optimization

Figure 4.2 Cell design methodology

Ceil Design and 
Operation Factors

Cell Performance 
Measure

:ritical Design and Operation Factoi

/^Screening
\Experiments,

Simulation

ANOVA

Annualized cost:
• Inventory levels
• Customer service level
• Machine setups
• Material handling
• Storage
• Labor
• Machine maintenance
• Product quality
• Floor space
• Layout implementation

• Part families
• Part routings
• Product demand
• Processes
• Processing times
• Setup times
• Breakdowns and 
repairs
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Figure 4.3 Cell for the assembly of printed circuit boards

22

TROUBLE
SHOOTING

&
REPAIR

The impact of implementing quick changeover techniques was only 

relevant at the pick and place machines. Setup times under quick changeover 

are represented as a percentage of current setup times. Autonomous and 

preventive maintenance are implemented at all machines. Cleaning, lubrication, 

and minor machine adjustments (these activities are better known as 

autonomous maintenance) are performed by operators on a daily basis. 

Preventive maintenance is under the responsibility of maintenance personnel. 

Minor stoppages at the pick and place machine are caused by the part 

replenishment frequency (mainly resistors, capacitors, memories, and 

specialized integrated circuits). The alternatives under study are small versus 

large rolls of such components.
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The last two operational issues are unit load size and lot size. Unit load 

size is defined as a percentage of the lot size. A production lot represents a 

group of customer orders. The impact of smaller lots is studied by releasing 

customer orders as they arrive (small lots) versus combining orders before the 

release occurs (large lots).

The cell operational issues addressed in this study (i.e., quality policy, 

maintenance policy, setup policy, lot size, unit load size, and machine minor 

stoppages) become factors for experimentation.

AGV
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INSP 5
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BATCH 1

PASTE 2

FTC
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INSP

3065
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PITCH
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CURING
OVEN

BURN-IN
OVEN

TROUBLE
SHOOTING

REPAIR

Figure 4.4 Layout for the implementation of quality at the source
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4.3 Development of a Cell Performance Measure

The second step of the methodology is the development of a cell 

performance measure. Performance of a manufacturing cell can be measured in 

many ways. Throughput, work-in-process, manufacturing leadtime, material 

handling costs, and machine setup costs are some examples found in the 

literature. The author proposes a performance measure capable of addressing 

multiple aspects of cell performance. It reflects differences in performance 

among alternative cell configurations in terms of the expected benefits of 

manufacturing cells: reduced levels of work-in-process inventory, improved 

service levels, reduced throughput times, less costly setups, simplified material 

handling, reduced storage requirements, improved quality, and reduced space 

requirements.

The performance measure proposed herein is an annualized cost function 

that consolidates ten cost components: inventory carrying costs (1C), lateness 

cost (LT), setup cost (SU), material handling cost (MH), storage equipment cost 

(ST), production labor cost (PL), maintenance cost (M), quality cost (Q), relayout 

(L), and floor space cost (FS). A detailed description of each cost component is 

presented in Section 3.6.

4.4 Setting the Lateness Ratio RA

The late charge rate (Ratemn) proposed in equation (2), of Section 3.6.2 

represents the fraction of the product cost that is charged on late orders. As a 

function of the lateness of an order, the charge rate increases exponentially 

between zero and RA, with a maximum charge rate of one. RA is defined as the 

ratio of lateness to manufacturing lead time at which an order is canceled or
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charged a penalty equal to the full product cost. As RA increases, the late 

charge rate decreases. The ratio RA is arbitrarily set by the user.

Different values of RA were tested by simulating the PCB assembly cell 

depicted in Figure 4.4. Table 4.1 summarizes the results obtained for RA = 1 

through 5. The values in Table 4.1 are the percentage of total cost represented 

by each cost component. The lateness cost with RA = 1 represents 46.97% of 

the total cell annual cost. Lateness has a significant weight in the cost function 

when compared to other issues such as product quality. With RA = 3 the 

lateness cost represents 24% of the cell annual cost, with the simulation results 

showing a cell service level of 81 percent. It was agreed by representatives of 

the printed circuit board assembly cell that RA=3 (with 24.33 percent of the cost 

caused by lateness and 81% on-time delivery) to be representative of reality. A 

bar chart of the results is depicted in Figure 4.5. The bar heights represent the 

percentage of total cost for each component. They facilitate the comparison 

between scenarios.

Table 4.1. Percentage of total cost represented by each cost component

Inv. Late Setup Malnt Quality H & St Labor Layout Space
RA=1 0.83 46.97 1.29 0.11 34.29 0.96 9.34 0.00 6.20
RA*2 1.08 31.23 1.67 0.15 44.47 1.25 12.11 0.00 8.04
RAM 1.18 r2T33"'> 1.84 0.16 48.93 1.37 13.33 0.00 8.85
RAM 1.24 1.93 0.17 51.44 1.45 14.01 0.00 9.30
RAM 1.28 17.97 1.99 0.18 53.05 1.49 14.45 0.00 9.59

Total number of orders processec 3374
Number of late orders: 649
On time delivery: 81%
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4.5 Identification of Critical Design and Operation Factors

The identification of factors with a significant influence on cell 

performance is vital to the design and operation of cellular manufacturing 

systems [BUZA85]. Since it is likely that only a few of the selected cell design 

and operation factors will have a significant impact on cell performance, 

screening experiments have been incorporated in the methodology. Only these 

significant factors should be considered in further experimentation.

r

Figure 4.5 Cost components for values of RA
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n  RA=3

QRA=4

Factors for experimentation can be classified into two groups: quantitative 

and qualitative. Quantitative factors are those whose levels can be associated 

with points in a numerical scale, such as setup times (SU) and unit load size
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(UL). Qualitative factors are those whose levels cannot be associated with a 

numerical scale. The PCB assembly cell covered in this study operates in a 

manufacture to order environment. A production lot at the PCB assembly cell 

represents one or more customer orders. The size of a production lot is 

determined by the number of units requested by customers. Customer orders 

could be released for production following two strategies: (1) release individual 

customer orders (small lot size), and (2) release a group customer orders (large 

lot size). Since the actual size of the order cannot be controlled, lot size (LT) is 

treated as a qualitative factor. For the PCB assembly cell, quality (QL), 

maintenance (MA), lot size (LT), and machine minor stoppages (ST) are 

qualitative factors. The levels used for the screening experiment are presented 

in Table 4.2. Each factor is studied at two levels. Level one represents the 

current condition at the printed circuit board cell and level two the proposed cell 

operating policies.

Table 4.2. Description of factor levels

Factor Level 1 (-) Level 2(+)

SU Long setup times Quick changeovers (75%

reduction)

UL Large 50% of lot size) Small (» 10% of lot size)

QL Traditional inspections Quality at the source

MA Breakdown maintenance Autonomous and preventive

maint.

LT Large lots (groups of customer Small lots (individual customer

orders) orders)

ST Small rolls of components Bigger rolls of components
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The design for the screening experiment is a 26"1 fractional factorial 

design, in two blocks of 16 design points each as shown in Table 4.2 [MCLE95]. 

This is a resolution V design (no main effect or two factor interaction is 

confounded with any other main effect or two factor interaction). The objective of 

the screening experiment is to obtain an estimate of important one factor effects 

and two factor interactions. Cell performance at each design point was evaluated 

using the generic cell simulator presented Section 3.7.

The cell runs two shifts per day (450 minutes each), five days a week, 52 

weeks per year. This represents 234,000 minutes per year. The cell’s weekly 

throughput was analyzed to determine the length of a warm-up period. The 

simulation was considered in its steady state when the simulated weekly 

throughput was approximately the average cell’s weekly throughput based on 

historical production data. Steady state was achieved after 9000 minutes of 

simulation time. The total simulation length is 243,000 minutes to compensate 

for the warm-up period of 9000 minutes.

Each design point was simulated for one year of production except design 

points 1 (all factors at low level) and 28 (all factors at high level). Ten 

independent repetitions at each one of these two experimental conditions were 

performed to obtain an estimate of the experimental error.

The resulting total annualized cost (TAC) figures for each experimental 

condition in the screening experiment are presented in Table 4.3. The simulation 

output includes a breakdown of the total cell annual cost into its individual 

components. The TAC breakdown is presented in Table 4.4 to facilitate the 

understanding of the differences between experimental conditions.
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The statistical analysis of results was performed using the general linear 

model (GLM) procedure of the Statistical Analysis System (SAS) software 

[DELW96J. The report generated by SAS is presented in Appendix C. Residuals 

were tested for normality. The skewness and excess kurtosis were both 

approximately zero. A stem and leaf and normal probability plot of residuals are 

included in Appendix C to document the compliance with normality assumptions.

The significance probabilities were analyzed to identify significant main 

effects and two factor interactions. For a confidence level of 95%, the significant 

main effects were lot size (LT), unit load size (UL), setup times (SU), 

maintenance (M), and minor stoppages (ST). The significant two factor 

interactions were: lot size and unit load size (LTxUL), lot size and setup times 

(LTxSU), lot size and minor stoppages (LTxST), and setup times and minor 

stoppages (SUxST).

The results obtained from the screening experiment merit some 

discussion. An analysis of the breakdown of cost components presented in 

Table 4.3 shows that quality represents more than 40 percent of the total cost in 

60 percent of the scenarios evaluated. In some cases it represents as much as 

63 percent of the annualized cost. However, quality was not identified as a 

critical operational factor.
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mdirizar0c5OO3O- glm2.dat

Design Factors Cost
p o i n t LT UL SU QL MA ST BLOCK S/YEAR

1 -1 - 1  -1  -1  -1  -1 1 2170280.
1 -1 - 1  - 1  -1 -1  -1 1 2166304.
1 -1 - 1  - 1  -1  - 1  - 1 1 2176116.
1 -1 - 1  -1  -1 -1  -1 1 2197316.
1 -1 - 1  - 1  -1 -1  -1 1 2142670.
1 -1 - 1  - 1  -1 -1  -1 1 2181240.
1 -1 - 1  -1  -1  -1  -1 1 2184299.
1 -1 - 1  -1  -1 -1  -1 1 2173688.
1 -1 - 1  -1  -1 -1  -1 1 2186503 .
1 -1 - 1  - 1  -1 -1  -1 1 2180851.
2 1 1 1 1 - 1 - 1 1 1391530.
3 -1 1 1 - 1 1 1 1 2274293 .
4 1 - 1  -1  1 1 1 1 16267381.
5 1 1 1 - 1  1 - 1 1 2029203.
6 -1 —1 -1  1 1 -1 1 2168647 .
7 1 - 1  - 1  -1 -1  1 1 15328751.
8 -1 1 1 1 - 1 1 1 1617552.
9 1 1 -1  -1 -1  -1 1 26517870.

10 -1 - 1  1 1 - 1  -1 1 1676204.
11 1 - 1  1 - 1 1 1 1 2028651 .
12 -1 1 - 1 1 1 1 1 2087279 .
13 -1 - 1  1 - 1  1 - 1 1 2311724 .
14 1 1 - 1  1 1 - 1 1 28037656.
15 -1 1 2077920.
16 1 - 1  1 1 - 1  1 1 1370279.

17 1 .1  1 .1 .1 _1 _ i 1736158.
18 -1 1 - 1  1 - 1  -1 -1 1773894.
19 1 1 - 1 - 1  1 1 - 1 21696176.
20 -1 - 1  1 1 1 1 - 1 2007732 .
21 -1 1 - 1 - 1  1 - 1 - 1 2442737 .
22 1 - 1  1 1 1 - 1 -1 1718942.
23 -1 - 1  1 - 1 - 1  1 - 1 2034498 .
24 1 1 - 1  1 - 1  1 -1 12242492.
25 -1 1 1 - 1 - 1  - 1 - 1 1985830.
26 1 - 1  -1  1 -1  -1 -1 24392574.
27 -1 - 1  - 1 - 1  1 1 - 1 2492354 .
28 1 1 1 1 1 1 - 1 1735281.
28 1 1 1 1 1 1 - 1 1736043.
28 1 1 1 1 1 1 - 1 1735491.
28 1 1 1 1 1 1 - 1 1733878.
28 1 1 1 1 1 1 - 1 1740264.
28 1 1 1 1 1 1 - 1 1738834.
28 1 1 1 1 1 1 - 1 1737445.
28 1 1 1 1 1 1 - 1 1742127.
28 1 1 1 1 1 1 - 1 1739344.
28 1 1 1 1 1 1 - 1 1738027.
29 1 - 1  -1  -1 1 -1 -1 29063736.
30 -1 1 1 1 1 - 1 - 1 1962582.
31 1 1 1 - 1 - 1  1 - 1 1736615.
32 1807899.
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A mean plot of the cell annualized cost by quality scenario is presented in 

Figure 4.6. The mean annualized cost for the current quality scenario (-) is 

$5,500,631. The mean annualized cost with the implementation of quality at the 

source (+) is $4,715,975., which represents yearly savings of $748,656. The 

proposed quality at the source scenario requires investments in training, 

relayout, and equipment. The annualized cost of these investments, over three 

years with an interest rate of 15 percent, is $472,635. The benefit cost ratio for 

the proposed scenario is only 1.66. Benefit cost ratios for significant factors were 

much higher. For example, setup had a benefit cost ratio of 3,206.

{ Cell annualized cost by quality
!

j  9000000 ----------------------------------------------------------------

I S 70000001 o
' § 5000000 * ’         0  I
! I
! =  3000000
I °: 1000000 ----------------------------------
I -1 1

I Quality level
i_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

Figure 4.6 Mean plot of cell annualized cost by quality scenario

Another interesting result relates to the maintenance policy. The 

regression coefficients of the regressor variables are presented in Table 4.5. 

The regression coefficient of maintenance policy is positive. Maintenance is a 

factor that does not interact with any other factor. Therefore, maintenance 

should be set at its low level to minimize costs. A mean plot of the annualized 

cost by maintenance scenario is presented in Figure 4.7. The average 

annualized cost for the current scenario (-) is $4,777,973. The average 

annualized cost with the implementation of autonomous and preventive
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maintenance (+) is $5,438,633. Hence, the investments and interruptions caused 

by maintenance have a negative impact on cell performance. Maintenance 

should therefore be set at its low level for further experimentation.

The screening experiment has identified four significant factors, which 

should be considered in the next stage of experimentation. Two of the factors 

are qualitative (lot size and machine minor stoppages) and two are quantitative 

(setup times and unit load size). These four factors will be considered in the 

optimization of the ceil performance (next step in the design methodology).

Oo
c
2£

Cell annualized cost by maintenance scenario

8000000

7000000

6000000

5000000

4000000
-1

Maintenance level

Figure 4.7 Mean plot of cell annualized cost by maintenance scenario

4.6 Optimization of Cell Performance

After the screening experiment results were obtained, a second 

experiment was needed to analyze the response surface for cost and identify the 

optimal factor settings. A response surface design was used to achieve this task. 

The experiment includes two qualitative factors (lot size and machine stoppages) 

at two levels each for a total of four combinations. A response function on 

quantitative factors (setup time and unit load size) is estimated at each
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combination of qualitative factors with a 32 full factorial design. A layout of the 

macroexperiment is presented in Figure 4.8.

Table 4.5. Regression coefficients of the regressor variables

m d i r i z a r  3 c 5 0 0 3 0 - 2  Olf ?lm2.out

G e n e r a l L i n e a r  Models P ro ced ure

Dependent V a r i a b l e :  TRAC T o t a l  Annual  C os t
Sum o f Mean

Source DF Squares Square  F V a l u e  Pr > F

Model 22 2 .8331E+15 1 .2878E+14 4 7 . 1 0  0 . 0 0 0 1

Error 27 7.3825E+13  2 .7342E+12

C o r r e c t e d T o t a l  49 2 . 9069E+15

R-Square C.V. Root MSE TRAC Mean

0 . 9 7 4 6 0 4 32 .3 6 9 9 5 1653555 5108303

T f o r  HO: Pr > |TI S t d  E rro r  o f
Parameter E s t i m a t e Parameter=0 E s t i m a t e

INTERCEPT 6 8 8 1 0 2 3 . 7 2 2 24.23 0 . 0 0 0 1 2 8 3 9 6 9 . 7 9 7 5
LT 4 9 4 1 8 4 0 . 3 5 0 1 7 .9 6 0 . 0 0 0 1 2 7 5 1 5 6 . 0 9 9 1
UL 2 1 1 5 6 6 . 2 8 8 0 .7 7 0 . 4 4 8 6 2 7 5 1 5 6 . 0 9 9 1
SU - 4 9 1 2 9 2 3 . 4 6 2 - 1 7 . 8 6 0 . 0 0 0 1 2 7 5 1 5 6 . 0 9 9 1
QL - 3 7 2 8 7 0 . 3 3 7 - 1 . 3 6 0 . 1 8 6 6 2 7 5 1 5 6 . 0 9 9 1
MA 7 5 6 2 8 2 . 7 8 8 2 . 7 5 0 . 0 1 0 5 2 7 5 1 5 6 . 0 9 9 1
ST - 1 2 1 3 6 6 8 . 5 2 5 - 4 . 4 1 0 . 0 0 0 1 2 7 5 1 5 6 . 0 9 9 1
BLK - 1 6 2 8 5 3 . 1 6 3 - 0 . 5 9 0 . 5 5 8 9 2 7 5 1 5 6 . 0 9 9 1
LT*UL 1 2 2 9 8 8 . 7 8 4 0 .4 3 0 . 6 6 8 4 2 8 3 9 6 9 . 7 9 7 5
LT*SU - 4 9 5 7 5 4 1 . 9 6 6 - 1 7 . 4 6 0 . 0 0 0 1 2 8 3 9 6 9 . 7 9 7 5
LT*QL - 3 2 1 4 1 0 . 5 9 1 - 1 . 1 3 0 . 2 6 7 7 2 8 3 9 6 9 . 7 9 7 5
LT*MA 4 7 7 0 4 7 . 6 5 9 1 .6 8 0 . 1 0 4 5 2 8 3 9 6 9 . 7 9 7 5
LT*ST - 1 3 2 4 4 2 6 . 0 2 8 - 4 . 6 6 0 . 0 0 0 1 2 8 3 9 6 9 . 7 9 7 5
UL*SU - 1 0 3 9 8 9 . 5 2 8 - 0 . 3 7 0 . 7 1 7 1 2 8 3 9 6 9 . 7 9 7 5
UL*QL - 1 2 9 6 2 0 . 1 5 3 - 0 . 4 6 0 . 6 5 1 7 2 8 3 9 6 9 . 7 9 7 5
UL*MA 1 6 8 3 4 4 . 3 4 7 0 .59 0 . 5 5 8 2 2 8 3 9 6 9 . 7 9 7 5
UL*ST 3 8 5 9 5 . 7 8 4 0 .1 4 0 . 8 9 2 9 2 8 3 9 6 9 . 7 9 7 5
SU*QL 3 2 3 8 4 9 . 0 9 7 1 .1 4 0 . 2 6 4 1 2 8 3 9 6 9 . 7 9 7 5
SU*MA - 4 8 1 7 6 5 . 7 7 8 - 1 . 7 0 0 . 1 0 1 3 2 8 3 9 6 9 . 7 9 7 5
SU*ST 1 3 3 0 2 4 7 . 1 5 9 4 .6 8 0 . 0 0 0 1 2 8 3 9 6 9 . 7 9 7 5
QL*MA - 3 2 1 8 2 . 4 0 3 - 0 . 1 1 0 . 9 1 0 6 2 8 3 9 6 9 . 7 9 7 5
QL*ST - 1 6 8 4 3 1 . 7 1 6 - 0 . 5 9 0 . 5 5 8 0 2 8 3 9 6 9 . 7 9 7 5
MA*ST 1 3 4 0 7 1 . 6 5 9 0 .4 7 0 . 6 4 0 6 2 8 3 9 6 9 . 7 9 7 5

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

99

Full Factorial 32: Setup and Unit load
Lot size

Machine
Stoppages, (-1)

* ( 1.1)(-1.D*
(-1) (+1)

su

(-1.-D* (1.-1)

(-1)(+1),

(+1)

Figure 4.8 Layout of the macroexperiment

The macroexperiment consists of four 32 factorial experiments (branches 

1 through 4 in Figure 4.8). Three independent simulation runs were performed at 

each design point of each 32 factorial design for a total of 27 runs, for a total of 

108 independent simulation runs in the entire macroexperiment. A description of 

factor levels is presented in Table 4.6. As with the screening experiment, a 

factor level of (-1) represents the current cell operating policy.

Simulation results at each of the four branches were analyzed using SAS 

response surface regression (RSREG) procedure with a significance level a  = 

0.05 [SAS90]. The response surface was estimated using a second-order model. 

The optimum setting of the regressor variables, the stationary point, was found 

with a canonical analysis of the metamodel (estimated response surface). The 

results obtained are summarized in Table 4.7. Plots of the estimated response 

surface are presented in Figures 4.9 through 4.12.
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Table 4.6. Description of factor levels for the macroexperiment
Factor Level 1 (-1) Level 2 ( 0 ) Level 3(+1)

Setup Long setup times Quick changeovers 
(37.5% reduction)

Quick changeovers (75% 
reduction)

Unit
load

Large (= 50% of lot size) Medium (=30% of lot 
size)

Small (= 10% of lot size)

Lot Large lots (groups of Small lots (individual
size customer orders) customer orders)

Mach. Small rolls of Bigger rolls of
stops components components

The residuals were analyzed using the SAS univariate (UNIVARIATE) 

procedure which includes moments, quantiles, stem and leaf plot, box plot, and 

normal probability plot [SAS90]. SAS output reports for each of the four 

experiments are included in Appendix D.

Table 4.7. Results from the statistical analysis of the macroexperiment

Experiment
Significant
Regressors

Predicted Value at 
Stationary Point ($)

Residual Skewness 
and Excess Kurtosis

Std.Error of 
Estimate

1 UL.SU,UL, SU2 1,954,912 -0.0071 , -1.0607 5,136
2 SU, SU2 -1,425,522 0.6259 , 1.7765 82,588
3 UL.SU,UL ,̂ SUJ 1,967,606 0.0677 . -0.5288 5,396
4 SU, SU2 -161,371 -0.6946 . 5.3033 2,290,592
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Figure 4.11 Estimated response surface for experiment 3
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Experiments 1 and 3 exhibit similar behavior in the shape of the estimated 

response surface. The predicted mean response at the stationary point is similar 

for both metamodels, and have the same significant regressor variables. The p- 

values for the lack of fit test were .9475 and .9643, respectively. The observed 

skewness and excess kurtosis of the estimated residuals show that the residuals 

follow an approximately normal distribution. The standard error of the estimated 

mean response at the stationary point is relatively small at both branches. 

Therefore, simulation results are well-behaved around the stationary point of the 

estimated response surface.

The metamodels developed for experiments 2 and 4 resulted in negative 

predictions (for total annual cost) at the stationary point and other regions of the 

estimated response surface. The skewness and excess kurtosis of the estimated 

residuals show these do not follow a normal distribution. The standard error of 

the estimates at the stationary point are significantly high. Therefore, the 

annualized costs obtained from the simulation are not well-behaved (in fact, 

meaningless) around the estimated response surface.

Several transformations of the response were studied in search for a 

metamodel with a better fit. Design points were added to the experiments to 

allow estimation of higher order models. The statistical analysis of 

transformations was performed using the general linear model (GLM) procedure 

which gives flexibility to test higher order models [SAS90]. The optimum setting 

for regressor variables was obtained by evaluating the metamodel at additional 

factor levels within the design region. SAS output reports for the response 

function with the best fit are presented in Appendix E. The predicted mean 

response at the stationary point and the standard error of the predicted mean 

response are presented in Table 4.8.
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Table 4.8. Results on transformations of the response for experiments 2 and 4
Experiment 2 Experiment 4

Significant Regressors UL,SU,UU\ SUMJLJ,SUJ SU.Ul/, SUJ,SUJ

Predicted Annual Cost Y(X*) at
A

the stationary point (X*) $1,647,899 $1,730,651
Residual Skewness and Excess 
Kurtosis
Standard Error of the Estimate 
Normalizing Transformation Z=f(Y)

0.2690 ,1.4656 
26649 

Z = ln(Y)

-0.0404 , 0.5606 
12453 

Z= 1/Y

The logarithm transformation:

2(X)  = f[r(X)\ = In [Y(X) ] (4.11)

for every point X=(SU,UL) in the two dimensional region of interest for 

experiment 2 provided the best fit to the simulation responses in this experiment. 

The response surface was estimated by fitting a cubic model to the transformed 

data. The estimated response surface is presented in Figure 4.13.

PREDICT

15.25
I . 0 0

- 0 . 3 3  SU
0 . 3 3

- 0  . 3 3
UL - 1  . 0 0  • 0 0

Figure 4.13 Estimated response surface for the logarithm transformation
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The standard error of the prediction at each design point X is estimated using 

the Delta method approximation [HUIT71], yielding

Var Z (X ) r(x) Var Y(X) (4.12)

Now if D denotes the design matrix describing all of the design points in the 

experiment used to estimate the metamodel for the predicted transformed
A

response Z(X), then we have predicted the standard regression result:

Var Z (X )  = a z X(D'Dy' X' (4.13)

where a2 is the standard error of the estimate for the regression involving the 

transformed responses. Combining (4.12) and (4.13) and inserting our final
A

estimate X’ of the stationary point into the result, we obtain our final estimate of 

the predicted optimal untransformed response

f  A ^ A /  A  > A

X ’
v J = r l z X '

y
= exp zM (4.14)

and the associated standard error

(   ̂ \ A (  r  \
SE Y X * / ’ Y X *

v y

-I
I  A  A

^ x *(d ' D y l (x*y

= exp Z X ' y jX ' (D 'D y ' (xy. (4.15)
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Predictions of the response function are ail positive with a significant reduction 

in the standard error of the estimate. Residual skewness and kurtosis show 

these follow an approximately normal distribution.

The transformation that offered the best estimate of the response surface 

for experiment 4 was

z(x) = f\y{x)\ = ioooo/r(;r). (4.16)

The response surface was estimated by fitting a cubic model to the transformed 

data. The estimated response surface is depicted in Figure 4.14. Proceeding 

along the lines of (4.14) and (4.15) for the transformation (4.16), we obtain for 

experiment 4

= 10000, (4 .17)

and

A (  A > A (  A  >
-

2 /SE Y X ' =  ' z X" / l  0000
-

\  J
- - - /

•<xz y x ' (D 'D y ' (X 'y . (4.18)

The skewness and kurtosis of the residuals for the transformation (4.17) show 

that these follow an approximately normal distribution. There was a significant 

reduction in the standard error of the estimate at the stationary point. Therefore, 

the annualized costs obtained from the simulation are well-behaved around the 

estimated response surface at the stationary point.

The metamodels developed to estimate the response surface of total cell 

annual cost are presented in equations 4.19 through 4.22.
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Ŷ  = 1986904 -  34686 * U L - 66788 *S U  + 23320 * U L 2 +49268 *SU 2 (4.19)

Yz = EXP{ 14.3672 -  0.0214 *U L -  0.4604 * SU +  2.89rl O'4 *  UL2 +

1.3625 * SU2 + 0.0245 * UL3 -  0.9146 * S U 3) (4.20)

Y3 = 1967606 -  31675 * U L -  66290 *  SU + 22845 *UL2 +  51536* UL2 (4.21)
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-i.oo - '- 00
0 .3 3

- 0  .3 3UL

Figure 4.14 Estimated response surface for the inverse transformation

Y 4 =
 10000___________________

5.75X 10"3 + 8 .8 7 X 1 0 -4 * S U  +  3 .20X 10 ‘ 6 * U L 2 

2 .55X 10"3 * S U 2 +  1.71X10 3 * S U 3

(4 .2 2 )

where;

Yi = predicted mean response at branch i,

UL = coded value of unit load size,
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Confidence intervals for the predicted mean response at the stationary 

point were obtained using equation 4.23. The results are presented in Table 4.9. 

The confidence intervals are mutually exclusive, showing no overlapping of 

predicted values.

r , ^ M
(4.23)

A A (  A MY X* —  *I-o/2.uSE Y x -
 ̂ y

where;

t :

X-

t-1-a/2.u

a

v

SE
/  A  \

X*
V y

= the predicted response at the stationary point,

= estimated values of regressor variables at the stationary 

point,

= value from the Student’s t distribution for a significance

level a=0.05 and v degrees of freedom,

= 0.05,

= error degrees of freedom,

= standard error of the predicted response at the stationary 

point.

y[xm(D'D) \X') ' for experiments 1 and 3

oz ■Jx*(D'D)"1(X*)' for experiments 2 and 4f Y X*
.
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Table 4.9. Confidence intervals for the predicted optimal mean response

Experiment
A

Y
(  A > 
X*

v J 95% Confidence Interval
A

UL* SU*

1 1,954,905 1,944,837 , 1,964,972 0.6378 0.6268
2 1,647,899 1,594,601 , 1,701,197 0.5 0.2
3 1,967,606 1,957,029 , 1,978,183 0.6175 0.6091
4 1,730,652 1,706,242 , 1,755,061 0.7 0.2

UL*= coded value of unit load size at the stationary point.
SU’= coded value of setup time at the stationary point.

Predictions from the metamodels offer a clear distinction between the 

scenarios described by the four branches. Since there is no overlapping of the 

confidence intervals, it can be concluded that the predicted mean responses are 

significantly different from each other. The optimum setting for regressor 

variables, representing the minimum expected total annual cost, is found at 

experiment 2.

For experiment 2, the optimal unit load size and setup time coded values 

are 0.5 and 0.2, respectively, as shown in Table 4.8. The setup value suggests a 

45 percent reduction in setup time. The unit load size value suggests seven 

units for products 1 through 7, and 3.5 units for products 8 through 13. Since the 

number of images per panel for products 1 through 7 is an even number, it is not 

practical to force a unit load size of 7. In this case 6 and 8 were evaluated. The 

factor settings implied by experiment 2 include the use of small rolls of 

components at the pick and place machine (machine stoppages = -1) and small 

lot sizes (lot size = +1). Factors that were decided from the screening 

experiment include traditional inspection (quality) and breakdown maintenance.

The metamodel was evaluated at the modified factor settings (i.e., unit 

loads of size 6 versus 8 for products 1 through 7, and unit loads of size 3 versus 

4 for products 8 through 13) to understand the impact on the total annual cost
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prediction. The maximum difference observed ($286) is negligible when 

compared to the annual cost figures presented in Table 4.8. This sensitivity of 

the response to changes in unit load size at the vicinity of the stationary point 

shows there is a collection rather than one setting for unit load size that 

optimizes the response. Therefore, the company has flexibility in operating 

conditions to achieve optimum response.

The results from twenty independent replications o f the simulation model 

at the feasible stationary point are presented in Table 4.10. The average 

annualized cost was $1,736,067 with a standard deviation of 14,091. These 

results were used to determine the number of observations needed to estimate 

the true mean response at the stationary point with a confidence level (1-a) of 95 

percent and a maximum relative error (y) of 5 percent. The number of 

observations needed are estimated using equation 4.24.

Table 4.10. Replications at the estimated stationary point

1726629 1747379 1747734 1738990 1726639
1738612 1723641 1731353 1733981 1742187
1761489 1705611 1714731 1739189 1727024
1758168 1752466 1739750 1723256 1742506

Average : 1736067
Std. Dev.: 14091

N = * Sy

r * Y
(4.24)

where;

N = number of observations needed,
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n = sample size,

(n-1) = degrees of freedom,

t(i-a/2).(nD = value fr°m the Student’s t distribution for a significance level 
of a=.05 and a maximum relative error of y=.05,

y = annualized cost from simulation runs,

Sy = sample standard deviation,

y = maximum relative error (0.05),

Y = estimated average annualized cost.

The number of observations needed is n=.1154. Therefore, the actual relative 

error of the estimated response is y=0.36%, determined by substituting n in 

equation 4.24 and solving for y.

Validation of the metamodel is performed by determining the statistical 

and practical significance of the difference between the predicted mean 

response and the simulated mean response at the feasible stationary point. The 

statistical significance can be determined by building a confidence interval for 

the difference between means using equation 4.25 [SNED80]. The results 

obtained are summarized in Table 4.11.

A(  * > f  A ^ I A( A wY X m - Y X * -  fd/.0-a/2) YLrJ + S2r
\ v V V y

where;
a ^

Y| X* = the predicted mean response at the estimated stationary 

point X *,
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Y X* = the simulation mean response at the estimated stationary

SE2

S 2y

A (  A >'
Y X*

df

point X *,

= variance of the predicted mean response,

= variance of the simulation mean response,

= number of independent replications used to compute the

-T  Msimulation-based estimate Y|^X*J,

= approximate degrees of freedom

(
SE2

V

" a/  * Y
♦ * ) *

SE4
A V

YW

I
l>-

CO
H

dfeoor 0 - 1

df,error = standard error degrees of freedom.

Table 4.11. Confidence interval for the difference between means

Y  = 1,736,060 Y =1,649,538

S y = 14091/^20 = 3151 S„ =30492
Y

n =20 dfem*= 31

df = 32
oc = .05

d̂f,(1-a/2) -  2-042

95% C l: (1,736,060-1,649,538) ±2.042 V304922 +31512 
: r 23926 . 149118]
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The confidence interval for the difference between the predicted mean 

response and the mean response from simulation runs does not contain zero. 

Therefore, it is concluded that there is a statistically significant difference 

between the two. This result leads to the conclusion that the metamodel does 

not give valid predictions of the simulation response. However, of greater 

importance is the practical significance of the difference between the two means. 

The practical significance is measured by calculating the percentage of deviation 

from the mean response of simulation runs. This is determined using equation 

4.26.

AC * '\ ( A w
% deviation = Y • I Lr iv J / ^

The developed metamodel is used to measure differences between cell 

scenarios during the cell design and evaluation process. In this environment, 

deviations of less than 10% from the simulated mean response are not of 

practical significance. The observed difference represents a 4.9% deviation from 

the mean response of simulation runs. Therefore, it is concluded that the 

metamodel provides reasonable estimates of the simulation response and can 

be used to evaluate cell performance under other scenarios within the region of 

experimentation.

The optimum setting of regressor variables identified through the 

evaluation of the metamodei includes: traditional inspections, breakdown 

machine maintenance, small rolls at the automatic insertion machines, small lot 

size, unit load sizes of 6 for products 1 through 7 and 4 for products 8 through 

13, and a 45 percent reduction in machine setup times. The expected cell annual 

cost of this setting based on simulation runs is $1,736.060.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

114

The expected ceil annual cost at the optimum setting of regressor 

variables can be used to estimate the expected savings of implementing the cell 

design and operation scenario identified by the methodology. The expected 

savings are determined by comparing the average annual cost of the current cell 

scenario with the estimated annual cost under the optimum scenario, both 

estimates from simulation runs (since simulation results at the feasible stationary 

point are available). The results are presented in Table 4.17. The expected 

savings from the implementation of the design and operation strategies identified 

by the methodology are within $426,890 and $452,945 per year.

Table 4.17 Expected savings at the optimum cell scenario 

Optimum setting per simulation Current cell scenario

approximate df = 13* 
a = .05
W d-a/2) = 2.16

95% Cl: (2,175,927 -  1,736,060) ±2.16 V31512 +5174' 1111111
: [426,890 , 452,9451__________

* see equation 4.25

The methodology proposed herein provides users with a systematic and 

methodical tool for cell design. It facilitates the design process and the allocation 

of resources by focusing on those cell design and operation issues with a 

significant impact on cell performance as identified by a screening experiment. 

The methodology incorporates response surface analysis to identify the 

setting(s) of cell design and operational factors that optimize cell performance. 

The availability of simulation tools with capabilities similar to those included in

S= 14091 /V20 = 3153 
n = 20

S = 14634 /  y/E =  5174 
/ !  =  8
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the generic cell simulator should motivate more companies to combine 

simulation and optimization techniques for better results.

4.7 Conclusions

The generic cell simulator provides a means of evaluating cell 

performance under a wide variety of cell scenarios. Cell performance is 

measured with a comprehensive annualized cost function which addresses many 

aspects of cell design and operation issues simultaneously.

The metamodels provide a simple way of performing “what-if” analysis in 

the vicinity of the optimum. Canonical and ridge analyses of the estimated 

response surface determines if there exists a collection rather than one optimum 

setting for cell design and operation issues. This results in greater flexibility in 

operating conditions. Validation of a metamodel is based on the statistical and 

practical significance of the difference between the predicted mean response 

and the simulation mean response. Validation in this research work was based 

on the practical significance of the deviation.

The methodology proposed herein provides users with a systematic and 

methodical tool for cell design. It facilitates the design process and the allocation 

of resources by focusing on those cell design and operation issues with a 

significant impact on cell performance as identified by a screening experiment. 

The methodology incorporates response surface analysis to identify the 

setting(s) of cell design and operational factors that optimize cell performance. 

The availability of simulation tools with capabilities similar to those included in 

the generic cell simulator should motivate more companies to combine 

simulation and optimization techniques for better results.
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CHAPTER 5

CONCLUSIONS AND RECOMMENDATIONS 
FOR FUTURE RESEARCH

5.1 Summary of Research Work

This research work expands the boundaries in cellular manufacturing by 

developing a comprehensive simulation-based methodology for the design of 

world class manufacturing cells. It entailed the development of a comprehensive 

performance measure and the design of a generic cell simulator for the 

evaluation of cell performance.

The performance measure proposed by the author is an annualized cost 

function that consolidates ten cost components. It has the capability of reflecting 

the expected benefits of manufacturing cells. The annualized cost function is 

used to evaluate the impact of implementing world class manufacturing practices 

and to compare alternative cell scenarios.

The development of a generic cell simulator required the identification of 

common machine types, product flow strategies, and world class manufacturing 

practices at cells. This was achieved through plant visits and interviews with 

users of cellular manufacturing. Four manufacturing cells were studied which 

includes a total of 85 machines. These cells represent a wide variety of product 

types, cell size (number of machines and operators), and product flow strategies.

The proposed methodology combines engineering economics, design of 

experiments, simulation, analysis of variance, regression analysis, and response
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surface methodology. Engineering economics was used in the development of 

the cost function to account for the time value of money. Investments and 

training costs are annualized over the period of the study. Screening 

experiments and analysis of variance are incorporated to identify relevant cell 

design and operation issues. Simulation is key in the evaluation of performance 

under alternative cell scenarios. Metamodels estimating the response surface 

are developed with regression analysis applied to results from simulation 

experiments. Optimization of cell performance is achieved with a canonical and 

ridge analysis of the response surface or evaluation of the metamodel at multiple 

factor levels within the region of experimentation.

5.2 Conclusions

The proposed annualized cost function, as demonstrated by the case 

study, is sensitive to changes in cell throughput, product quality, manufacturing 

lead time, work-in-process and finished goods inventory levels, machine 

reliability, lot sizing, unit load size, machine setup times, space requirements, 

and operator assignment strategies. This performance measure considers 

training and investment costs required for the implementation of design and 

operation strategies. The annualized cost function consolidates a series of 

widely used performance measures into one comprehensive measure of 

performance, it provides a highly effective means to evaluate and understand 

differences between cell scenarios.

Plant visits allowed the identification of four common machine types. 

Manufacturing cells consists of common machine types plus highly specialized 

equipment, used in a specific type of industry. Product flow at cells can be 

divided into three stages: arrival to machine, machine processing, departure
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from machine. Flexibility to reflect a variety of product flow strategies within a 

cell requires modeling the three stages of product flow at each machine.

The generic cell simulator developed in this research work provides a 

mechanism of evaluating the impact o f implementing world class manufacturing 

practices such as: quality at the source, quick machine changeovers, multiskilled 

operators, small lot sizes, small unit load sizes, autonomous and preventive 

maintenance, and finite inventory buffers. Development of a fully generic cell 

simulator is not practical due to the development time requirements. The cell 

simulator is highly modular with flexibility to reflect a wide variety of cell 

scenarios. It can be adapted by incorporating new modules to reflect specific 

user needs.

The methodology proposed herein provides users of cellular 

manufacturing with a systematic and methodical tool for the design and 

evaluation of cells. It allows management to focus on the relevant design and 

operation issues as identified by the screening experiment. The methodology 

identifies the optimum cell design and operation strategies with response 

surface analysis. As demonstrated by the case study, companies can benefit 

from improved performance and better profit margins.

5.3 Recommendations for Future Research Work

The following recommendations for future research are provided.

1. Development of a database environment with a user friendly front-end to 

ensure data integrity. This improved data structure facilitates the eventual 

linking of the simulation tool to the plant’s MRP-II database.

2. Integration of statistical tools to achieve the following tasks automatically:
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• Design of needed screening experiments,

• Design of needed response surface experiments,

• Analysis of screening experiment results,

• Evaluation of the response surface and identification of optimal factor 

settings.

3. Currently, the core of the simulation model is based on Slam II. A future 

project could involve the development of an object-oriented environment for 

event handling. This eliminates the dependency on a vendor-specific software 

system.

4. The lateness cost component was highly sensitive to some of the 

combinations of design and operation factor levels within a given experiment. 

The magnitude of this component at those combinations of factor levels was 

as much as ten times its magnitude at other combinations of factor levels. This 

behavior was responsible for increased variability in the response and error 

variance. It adds complexity to the process of estimating the response 

surface. The lateness cost should be studied further to determine the degree 

at which it complies to management expectations and reflects the reality of 

manufacturing operations.
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ImSfa I - * 5. e'Ŝ S “ * " S.5S. -  |g .-|jj l ass sesr aaas^s a

11 1 m
IS i  sis8*

\
i .

8?8a8«55 5998=8 t
111 is aisesf 1=tssttc :sw s! ^

8*11 EE* 8»85 22* |2§| ««
)!|j j]=

* n
5 '•

? l i i l
•  « .r* « * •  •
*  -  
;  n=!J 2
1
■i S?==.8iJ  
*■ • ? ! £ * *  

=23=12= 
S68.fir6i]

CO(IU QUO OOOO O not) o

lli'i
IS IS

WAu t t h

n s

I
tf
4
i  

1 !
i,sll if!!!I** f5* t*s\\ T-I-ria

l i i i  i i i l i  in f i l l  j  13331 im 83a IS 83a 13

s
3 E

H ii§
s sell

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

138

4»

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

139

§ 8 ■3K:—— .«

ill!
ssIS
".s .-S
S8S«MBs
m
sSSS".S-a.
S ".s sm
s.8R.̂ i
Sa.SS".pi
dsaaa

asiir
rilillnil

u U i  i  *lid ?__S - * S3 t SJ 4jSB
* 7 5 p.3 I  i f  s ip .

o •« 5 *• 1*  QmIi'ili|| m  ilji
till { lllil M i l  illlll i

3
ii I 

.8

•  - ■

81

l i im
sssl-8." 

Sl|  £ 
lllflil

66
BE

111!
a:

, if
i|uasfcs

S i !
i =i.
inE 4Hk:t 

s 3a 8

I►
i fIf
if-
a I

t i l l

?!
I
a 8

■a

p, p. 
bl; b!

ft!
IS

I
i f i
In

§l=i

l i

I lf

=6

A
8 a 8 8

i  \
H

"io II
IISSM'3?I“ »•

i ia

imI*?
sgasss

!-” Sai
a||sz.:nSB«i-n
b: :s*s
Sssiafi
E|i".ss.IBBS-S> . i<l««
•  • • •  • • _MOM#** MW

M i

•8sm
5
1

B

u
MS*aaa a

5
tSE
SB

ii
j5_
| =i
In

s
h
U

eIII
Hiaai

§ 83_t»-a
£31

—83

sif
:.if

.tBS

83_
t~a
£3S

; ? sk
i p  ,5i15 * !S

s _»a=ae-rssB=a -a=a8

8-3«»•
=si

IS-:$
_BS=

-3a-

Is
•s=;

3»aa. ?2a3 p®E2a ss5a
a” g.,3 aa^s J 
5 3 *8 8 .5 5 3 ia | 

8”" 3 8 ga I

5 i: |
is p 
s; fe

jsl. 1

1 11 IlSB

tin
OWO KV(I

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

140

IS

S M
i t  81

11! I
331 s

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

141

Bg

3-

8 ill

SB
II B

as

«5Si  sas:

8-85 e
s m

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

142

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

143

3 g3 j j3 |
i l Mi f Mi i *
8 = I* 5 3 58 5 = S
* s ; 1 l  | !II « *s ll « Si it I 5I  I ii b I IS !? I is

Ci
si

?» 1 3 s I US !t -t? . a  i  i . a  1
■aIts 1 ! .> !!If 1 i . .« ?|f

? k  5 b a s9 j  sp  s _ « a a g9 j  sp 5 aa ii j
» sa. g i . h i  * y .  g  B a . |  !  M  n  §3 s  a  i i . i§

.. c s? a  e * ( ? » ! .  s s f a  b f  j  a !  ,  i  s .  g sfa  e as be § ea
8 ill?  s. !  s *1  ?8 3||= =L I i 3,1.5,5 Isis = i i  == > = =! I-  g 3 a |5  = a s  : - S  eg 3a§S = a § :•-£ * .S  eg 3 a |5  =

I h P 1 i  HI Ih |!*i| |f i m m  & pft ! a ii K <• ,a ii*s r  i &, i! 3ij i i r ‘s 11 siaisis iff r  *i u |  Is m  i  a
1 a 1 -  !  s « | .  f l .  >1 i  i |  “ J . » l l' ' ! i fill »i »T i 331•8 m*Mŝ «*t»Q
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APPENDIX C SAS OUTPUT FOR THE SCREENING EXPERIMENT
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APPENDIX D SAS OUTPUTS FOR EXPERIMENTS 1 THROUGH 4
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